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CSCI653 at a Glance: Applications
• High performance computing (HPC) with archetypal real-

world applications
> Molecular dynamics (MD): interaction

Multiple-instruction multiple-data (MIMD)
> Quantum dynamics (QD): data parallelism

Single-instruction multiple-data (SIMD)
• Hybrid multiscale/multiphysics applications
• Deterministic vs. stochastic (to solve intractable) applications
• Data + learning + visualization

PU: processing unit



The Landscape of Parallel Computing Research: 
A View from Berkeley

https://www2.eecs.berkeley.edu/Pubs/TechRpts/2006/EECS-2006-183.html

7 dwarfs (a dwarf is an algorithmic method that captures a 
pattern of computation and communication) + 6 combinatorial

MD
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optimization



CSCI653: Algorithms & Tools

• Just one thing: Divide-conquer-“recombine” (DCR) 
algorithm; it’s data locality! 

• Parallel computing = decomposition (who does what): 
Scalability analysis; performance optimization

• Programming languages: MPI (distributed memory) + 
OpenMP (shared memory) + CUDA|OpenMP4.5| 
SYCL (heterogeneous accelerator) 



Introduction to Parallel Computing
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Second edition, 
A. Grama et al. 
(Addison-Wesley, ’03)



High Performance Computing (HPC)

• USC CARC (Center for Advanced 
Research Computing): 10,000+ CPU 
cores accelerated by GPUs

• USC ISI (Information Sciences 
Institute): 1,098-qubit D-Wave 
quantum computer

GPGPU

Quantum
computer

USC-CARC

www.carc.usc.edu

QPUpetaflop/s = 1015 mathematical operations per second
exaflop/s = 1018 mathematical operations per second

1.1 exaflop/s Frontier

www.top500.org

https://www.carc.usc.edu/
http://www.top500.org/


Current & Future Supercomputing

Innovative & Novel Computational Impact on Theory & Experiment 

• Won two DOE supercomputing awards to develop & 
deploy metascalable (“design once, scale on future 
platforms”) simulation algorithms (2017-2023)

786,432-core IBM Blue Gene/Q
281,088-core Intel Xeon Phi

2 exaflop/s
Intel Aurora (forthcoming)

• One of the 10 initial simulation users of the next-generation DOE supercomputer

• Atomistic simulations on full 800K 
cores (pre-exascale)

exaflop/s = 1018 mathematical operations per second



CACS@Aurora in the Global Exascale Race

R. F. Service, Science 359, 617 (’18)

Frontier, 1,100

Exa(peta)flop/s = 1018 (1015) floating-point operations per second



16,661-atom QMD
Shimamura et al.,
Nano Lett.
14, 4090 (’14)

109-atom RMD
Shekhar et al.,
Phys. Rev. Lett.
111, 184503 (’13)

Exa-leadership
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16,661-atom QMD
Shimamura et al.,
Nano Lett.
14, 4090 (’14)

109-atom RMD
Shekhar et al.,
Phys. Rev. Lett.
111, 184503 (’13)

QD

MD



Changing Computing Landscape for Science

Science 366, 559 (Nov. 1, ’19)

AI for SciencePostexascale Computing for Science

Quantum Computing for Science

Compute Cambrian explosion

Use all to advance science!



Glimpse of Compute Cambrian Explosion

https://extremecomputingtraining.anl.gov/agenda-2022/



A Metascalable Dwarf 
A metascalable (or “design once, scale on new architectures”) parallel-
computing framework for broad applications (e.g. equation solvers, 
constrained optimization, search, visualization and graphs)
• Divide-conquer-“recombine” (DCR) algorithms based on spatial locality to 

design linear-scaling algorithms
• Space-time-ensemble parallel (STEP) approach based on temporal locality 

to predict long-time dynamics
• Tunable hierarchical cellular decomposition (HCD) to map these scalable 

algorithms onto hardware



Divide-Conquer-Recombine (DCR) Engines
Divide-and-conquer Recombine

• Lean divide-&-conquer density functional theory (LDC-DFT) algorithm 
minimizes the prefactor of O(N) computational cost
F. Shimojo et al., J. Chem. Phys. 140, 18A529 (’14); S. Tiwari et al., HPCAsia Best Paper (’20)

• Extended-Lagrangian reactive molecular dynamics (XRMD) algorithm 
eliminates the speed-limiting charge iteration
K. Nomura et al., Comput. Phys. Commun. 192, 91 (’15); K. Liu et al., IEEE/ACM ScalA18

M. Kunaseth et al., ACM/IEEE SC13

Range-limited n-tuple
computations

N. Romero et al., IEEE Computer 48(11), 33 (’15)



Hierarchical Parallel Computing



Jeff Better (Oak Ridge National Laboratory)



What X in MPI+X?

Jeff Better (Oak Ridge National Laboratory)



Now What? Physics in 100 Years
• Increasingly, the development of algorithms will become a central focus 

of theoretical physics. ... Triumphs of creative understanding such as 
universality (suppression of irrelevant details), symmetry (informed 
iteration), and topology (emergence of discrete from continuous) are 
preadapted to algorithmic thinking.

• The work of designing algorithms can be considered as a special form of 
teaching, aimed at extremely clever but literal-minded and 
inexperienced students—that is, computers—who cannot deal with 
vagueness. At present those students are poorly motivated and 
incurious, but those faults are curable. Within 100 years they 
(computers) will become the colleagues and ultimately the successors of 
their human teachers, with a distinctive style of thought adapted to their 
talents. 

• Two developments will be transformative: naturalized artificial 
intelligence and expanded sensoria. 

https://aiichironakano.github.io/cs653/Wilczek-PhysicsIn100Years-PhysToday16.pdf
F. Wilczek, Phys. Today 69(4), 32 (’16)

https://aiichironakano.github.io/cs653/Wilczek-PhysicsIn100Years-PhysToday16.pdf


To sum:
HPC for science (previous CSCI 653)

®
AI + quantum + post-exa nexus:

Survive the compute Cambrian explosion 
by finding your niche! 

How?



Geophysical Research Letters 48, e2020GL091681 (2021) 

Use Final Project Publications!

Quantum Science & Technology 6, 014007 (2021)



Journal Cover

Journal of Chemical Information and Modeling 61, 2175-
2186 (2021) 
Dielectric polymer property prediction using recurrent 
neural networks with optimizations
Antonina L. Nazarova, L. Yang, K. Liu, A. Mishra, R. K. 
Kalia, K. Nomura, A. Nakano, P. Vashishta, and P. Rajak

Table-of-content image

Journal of Machine Learning and Knowledge Extraction
4, 715 (2022)



What’s New
Special Issue in Journal of Chemical Physics

New Mathematics for the Exascale: Applications to 
Materials Science program at UCLA-IPAM
(March 13 – June 16, 2023) 

IPAM Program: New Mathematics for the Exascale: 
Applications to Materials Science

March 13 – June 16, 2023
Institute for Pure & Applied Mathematics, UCLA

http://www.ipam.ucla.edu/programs/long-programs/new-mathematics-for-the-exascale-applications-to-materials-science/?tab=overview
http://www.ipam.ucla.edu/programs/long-programs/new-mathematics-for-the-exascale-applications-to-materials-science/?tab=overview


Self-introduction:
Recruit a team member!

(Team project is encouraged.)


