
Computer Physics Communications 183 (2012) 203–211
Contents lists available at SciVerse ScienceDirect

Computer Physics Communications

www.elsevier.com/locate/cpc

METAGUI. A VMD interface for analyzing metadynamics and molecular dynamics
simulations ✩

Xevi Biarnés a,d,∗, Fabio Pietrucci b, Fabrizio Marinelli c, Alessandro Laio d

a Institut Químic de Sarrià (IQS), Laboratory of Biochemistry, Via Augusta, 390, Barcelona, ES 08017, Spain
b Centre Européen de Calcul Atomique et Moléculaire (CECAM), Ecole Polytechnique Fédérale de Lausanne, BCH 4102, Lausanne, CH 1015, Switzerland
c Max Planck Institute of Biophysics (MPIBP), Theoretical Molecular Biophysics, Max-von-Laue-Straße, 3, Frankfurt am Main, DE 60438, Germany
d Scuola Internazionale Superiore di Studi Avanzati (SISSA), Via Bonomea, 265, Trieste, IT 34136, Italy

a r t i c l e i n f o a b s t r a c t

Article history:
Received 12 July 2011
Received in revised form 22 August 2011
Accepted 24 August 2011
Available online 21 September 2011

Keywords:
Metadynamics
Bias exchange
VMD
PLUMED
Molecular dynamics simulation
Thermodynamics
Kinetics

We present a new computational tool, METAGUI, which extends the VMD program with a graphical
user interface that allows constructing a thermodynamic and kinetic model of a given process simulated
by large-scale molecular dynamics. The tool is specially designed for analyzing metadynamics based
simulations. The huge amount of diverse structures generated during such a simulation is partitioned
into a set of microstates (i.e. structures with similar values of the collective variables). Their relative free
energies are then computed by a weighted-histogram procedure and the most relevant free energy wells
are identified by diagonalization of the rate matrix followed by a commitor analysis. All this procedure
leads to a convenient representation of the metastable states and long-time kinetics of the system which
can be compared with experimental data. The tool allows to seamlessly switch between a collective
variables space representation of microstates and their atomic structure representation, which greatly
facilitates the set-up and analysis of molecular dynamics simulations. METAGUI is based on the output
format of the PLUMED plugin, making it compatible with a number of different molecular dynamics
packages like AMBER, NAMD, GROMACS and several others. The METAGUI source files can be downloaded
from the PLUMED web site (http://www.plumed-code.org).
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Program title: METAGUI
Catalogue identifier: AEKH_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEKH_v1_0.html
Program obtainable from: CPC Program Library, Queen’s University, Belfast, N. Ireland
Licensing provisions: GNU General Public License version 3
No. of lines in distributed program, including test data, etc.: 117 545
No. of bytes in distributed program, including test data, etc.: 8 516 203
Distribution format: tar.gz
Programming language: TK/TCL, Fortran
Computer: Any computer with a VMD installation and capable of running an executable produced by a
gfortran compiler
Operating system: Linux, Unix OS-es
RAM: 1 073 741 824 bytes
Classification: 23
External routines: A VMD installation (http://www.ks.uiuc.edu/Research/vmd/)
Nature of problem: Extract thermodynamic data and build a kinetic model of a given process simulated by
metadynamics or molecular dynamics simulations, and provide this information on a dual representation
that allows navigating and exploring the molecular structures corresponding to each point along the
multi-dimensional free energy hypersurface.
Solution method: Graphical-user interface linked to VMD that
1. clusterizes the simulation trajectories in the space of a set of collective variables and assigns each

frame to a given microstate,
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2. determines the free energy of each microstate by a weighted histogram analysis method, and
3. identifies the most relevant free energy wells (kinetic basins) by diagonalization of the rate matrix

followed by a commitor analysis.

Restrictions: Input format files compatible with PLUMED and all the MD engines supported by PLUMED
and VMD.
Running time: A few minutes.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

In these last years it has become possible to predict by ac-
curate atomistic simulations the thermodynamics and kinetics of
very complex processes, such as the folding of small proteins [1–7].
A very important and often overlooked role in these achievements
has been played by visualization tools, such as VMD [8]. These
tools allow handling and visualizing the huge amount of struc-
tures generated by molecular dynamics, allowing a direct grasp
on the process that is investigated. Visualization tools have grown
in complexity, speed and reliability together with computational
power: the possibility of generating more and more structures very
different from each other leads to the problem of ordering and vi-
sualizing them in a manner that helps human understanding.

Visualization becomes even more important if advanced sam-
pling algorithms are used for enhancing the exploration of the
configuration space. These approaches allow generating, in a rel-
atively short time, much more independent structures than nor-
mal molecular dynamics. An additional “visualization” problem is
posed by free energy methods and, in particular, by metadynam-
ics [9]. This approach requires choosing a set of complex functions
of the coordinates, the collective variables (CVs), that have the
role of driving the simulation over the relevant barriers. If this
set does not include all the relevant, “slow”, degrees of freedom,
any free energy method fails, as the estimate of the relevant ther-
modynamic potentials is affected by systematic errors. Checking if
the CVs that have been chosen are appropriate and the simula-
tion can be trusted is extremely challenging and is normally done
exploiting chemical understanding. Visualization tools provide an
essential support to this task.

We here present a new tool, METAGUI, based on VMD [8],
specifically designed for analyzing and visualizing metadynamics-
based simulations in biomolecules [10–12,7] and other systems.
The tool can also be used to analyze unbiased molecular dynamics
simulations. METAGUI works as follows: first, the trajectory frames
are grouped into microstates in a possibly high-dimensional space
of CVs. The tool allows checking the structural consistency of the
microstates by visualizing the corresponding molecular structures
that, for a well chosen set of CVs, have to be similar for configura-
tions belonging to the same microstate. Next, the equilibrium free
energy of each microstate and the kinetic transition matrix is com-
puted by a weighted histogram technique. Finally, the microstates
are grouped together into kinetic basins by analyzing the spectrum
of the kinetic matrix. At the end of the process, all this information
is represented in a graphical interface that allows an easy toggling
between two visualization modes: one in which the free energy is
represented in a suitable projection in CV space (by necessity at
most three-dimensional), and one in which the molecular struc-
tures assigned to a specific location on this free energy surface
are displayed. An example of the two visualizations is provided
in Fig. 4b. In the left panel, the spheres represent “microstates”.
Different colors correspond to different kinetic basins, namely, at
least qualitatively, to different free energy wells. By clicking on one
of the spheres, the structures belonging to the corresponding mi-
crostate are visualized like in the right panel. As several structures
are normally assigned to the same microstate (as they have sim-
ilar values of CVs) one sees many superimposed configurations. If
the CV set used for the analysis and the simulation is appropri-
ate, the structures will be similar, like in the example in Fig. 4b.
If the structures are not similar, one can add other CVs or change
CVs in order to make the set more uniform. One can easily toggle
between the two representations, and eventually choose another
microstate, repeating the check in all the relevant locations of the
free energy surface. Moreover, if the free energy is constructed in
more than three dimensions, one can easily change the variables
used for the projection in the left panel, for example choosing the
combination in which the free energy minima are better separated.
In this manner one can

• navigate through a multi-dimensional free energy surface, eas-
ily finding the relevant free energy minima and visualizing
which structures belong to each minimum;

• check the consistency of structures that are assigned to the
same microstate. This allows reversibly verifying if the collec-
tive variables that are used for the metadynamics simulation
and the analysis are appropriate, or “hidden” degrees of free-
dom are present.

Arriving to the graphic representation in Fig. 4 requires performing
a series of tasks: (i) Loading the trajectory in atomic-coordinates
space and in CV space. (ii) Finding the microstates, namely group-
ing together the structures according to their closeness in CV
space. (iii) Computing the free energies of the microstates consid-
ering the effect of the history-dependent bias of metadynamics (if
present). (iv) Clustering together the microstates in kinetic basins,
the different “free energy wells” in Fig. 4. These tasks are per-
formed using a graphic user interface (GUI) whose typical layout
is represented in Fig. 1.

In the next sections, we will illustrate in detail the tool on a
simple example, a bias exchange metadynamics [13] simulation
of the Ala–Ala–Ala peptide (ALA3). The zwitterionic form is sim-
ulated at T = 300 K in vacuum (εr = 80), using the amber03 force
field [14] and the GROMACS package [15].

2. Plugin usage

2.1. Loading the trajectory

First of all, one must load a trajectory containing the coordi-
nates of the system under investigation, and the corresponding
trajectory of the collective variables. The name of these two files
can be directly typed or browsed in the text boxes “trajectory file”
and “COLVAR file” respectively in the “SETTINGS – Trajectories:”
section. One can load as many trajectories and collective variable
files as needed by clicking on “Add new line”. This is particularly
useful if the tool is used for analyzing multiple replica runs such
as replica exchange metadynamics [16], multiple walkers metady-
namics [12] or bias exchange [13]. The COLVAR files must be syn-
chronized with the corresponding trajectory files. This means that
each line in the COLVAR file should contain the value of the CVs
in the configuration corresponding to each frame in the trajectory
file. Importantly, one can include also variables that are not biased
but are putatively interesting, as they possibly describe a relevant
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Fig. 1. The graphical user interface of METAGUI is splitted in three main blocks: (1) SIMULATION DATA: where all files coming out from the simulation are specified and
loaded; (2) ANALYSIS: where the analysis tasks are executed (Structural Clustering, Free Energy computation, Diagonalization of the Rate Matrix and Representation of Kinetic
Basins; (3) VISUALIZATION: where the output results of the analysis tasks are stored, mainly the list of microstates and kinetic basins with their respective populations and
energies. (To distinguish between different colors in this figure, the reader is referred to the web version of this article.)
degree of freedom. In the case of analyzing metadynamics-based
simulations, one must explicitly include at least the collective vari-
ables that are biased. In bias exchange [13], one typically uses
N replicas, each biasing only one or two CVs. However, in each
replica one monitors the value of all the N variables. As we will
see, this information is essential for reconstructing the free energy
in many dimensions. Thus, each COLVAR file will contain at least
these N CVs, but possibly more putatively interesting variables. The
format of this file is described in Appendix A.

The trajectory and COLVAR file/s are loaded directly into VMD
by clicking on the “Load All” button or by typing the commands
“load_data; load_trajs; ” in the VMD shell. The starting time from
which to load the data can be specified in the “start time:” text-
box. Further, if graphical memory resources are limited, structures
from the trajectory file can be loaded skipping the number of
frames specified in the “stride:” text-box. Even in this case all the
frames in the COLVAR files are loaded in memory for the analysis.
After the data load is successful, the “SETTINGS – Collective Vari-
ables” is filled with the information extracted from the COLVAR
files. The minimum and maximum values of each CV found in the
COLVAR files is shown. One can specify here the name of each CV
for reference (“CV type” box). One must also specify here if any of
the CVs is periodic (“per” checkbox). The “use” and “plot” check-
boxes are discussed below.

2.2. Specifying the bias

If the tool is used for analyzing metadynamics simulations, the
history-dependent potentials must also be specified. These poten-
tials are stored in the HILLS files. The name of each HILLS file can
be typed or browsed in the text box “HILLS file”. The HILLS files
Fig. 2. The collective variables employed to simulate the ALA3 system. Each variable
is biased on a different replica in a bias-exchange metadynamics simulation. (To
distinguish between different colors in this figure, the reader is referred to the web
version of this article.)

can be many, as in bias exchange metadynamics different replicas
are biased on different CVs. In the case of the ALA3 example, we
use 4 replicas, each biasing one CV, the value of the backbone di-
hedral angles of the peptide (see Fig. 2): Ψ1 (N1–C1

α–C1–N2), Φ1
(C1–N2–C2

α–C2), Ψ2 (N2–C2
α–C2–N3), Φ2 (C2–N3–C3

α–C3). Gaussian
hills of height 1 kJ/mol and width 0.314 = π/10 rad are deposited
every 4 ps, while exchanges of the biases are attempted every 5 ps.

2.3. Finding the microstates

The next step that has to be performed is grouping together
configurations in microstates, sets in which the value of the CVs
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are similar. The GUI allows selecting easily the CVs used for this
analysis from the set that is read from the COLVAR files as de-
scribed above. This is done by checking the checkboxes “use”
close to each collective variable in the “SETTINGS – Collective vari-
ables:” section. If a checkbox is on, the CV is used for the analy-
sis. The configurations are grouped together in microstates simply
by dividing the N-dimensional CV-space into a grid of small N-
dimensional hypercubes. The size of the hypercube is defined by
its side in each direction: (ds1,ds2, . . . ,dsN). This determines di-
rectly how far the hypercubes centers are, and, as a consequence,
the typical difference between neighboring microstates. Each frame
of the trajectory is assigned to the hypercube to which it be-
longs and the set of frames contained in a hypercube defines a
microstate. The range and grid subdivision dsi of each CV can be
changed using the text-boxes “min”, “max”, and “grid” respectively.
For ALA3, we use the backbone dihedral variables Ψ1, Φ1, Ψ2, in
Fig. 2 with a grid spacing of 2π/14 = 0.449 over a range of 2π .
The “per” checkbox is activated for all CVs, due to their periodic-
ity.

By clicking on the “FIND MICROSTATES” button in the “ANALYSIS
– Structural Clustering” section, or by typing the command
“do_clusters; ” in the VMD shell, the subdivision is performed and
the first output file is written: MICROSTATES (see Appendix A).
The result is automatically displayed in the “Microstates List” box
in the “VISUALIZATION” section. The first column is the unique
identifier of that microstate; the second column shows the pop-
ulation of that microstate, namely the total number of frames in
the COLVAR file that are assigned to it; the next columns are the
CV center of that microstate. One can sort the microstates accord-
ing to their population, or the value of one CV by clicking on the
appropriate column label.

The structures of the microstates can now be visualized directly
on the VMD Graphic Display by clicking on the desired element
in the “Microstates List”. The structures of multiple microstates
can be visualized at the same time by selecting multiple lines in
the “Microstates List”. Although not necessary for the analysis, the
structures of any set of microstates can be written independently
into PDB files for analysis/visualization with other software. This
can be done by clicking on the “dump” button below the “Mi-
crostates List”.

In a typical case, one should repeat the analysis using several
combinations of CVs, in order to find the most appropriate com-
bination in terms of structural consistency in the microstates (by
visualizing the structures in the VMD Display as described) and in
terms of statistical reliability (see below).

At this point one only knows the population of the microstates.
This information would be enough in case of an unbiased molecu-
lar dynamics simulation in which no external potential is applied.
Relative free energies of microstates could be directly computed
from these populations. In the case of metadynamics these have to
be corrected considering the effect of the bias.

2.4. Computing the free energy of the microstates

The tool is specifically designed for computing the free energy
of microstates embedded in a high-dimensional collective variable
space. In metadynamics the history-dependent potential provides
an estimate of the low-dimensional projections of the free en-
ergy. In order to pass from low-dimensional projections to the
free energy of multi-dimensional microstates we use the weighted-
histogram technique (WHAM) described in Ref. [17]. Following
the WHAM approach [18], the equilibrium probability of the mi-
crostate α is estimated as:

pi
α = ni

αeβ(V i
α− f i) (1)
where i is the replica index, f i is a shift constant fixing the nor-
malization, ni

α is the number of times state α is observed in replica
i and V i

α = V i(sα) is the bias potential evaluated on the microstate
α. V i is estimated from the time-average between the equilibra-
tion time of the bias potential teq (see Ref. [17]) and the total
simulation time ttot [17,19,20]:

V i(s) = 1

ttot − teq

ttot∫

teq

dtV i
G(s, t) (2)

where V i
G(s, t) is the metadynamics bias at time t , computed from

the sum of Gaussians specified in the appropriate HILLS file. In
Eq. (1) we have not considered corrections due to the variations of
V i(s) within structures assigned to the same microstate. These cor-
rections are described in Ref. [17], and are used in the METAGUI,
but lead to a formally identical expression for the free energy and
are not introduced here in order to simplify the notation.

In estimating the error on pi
α we here consider not only the

standard statistical error deriving from the finite number of obser-
vations [18], but also the error σ 2(V i) on V i , that in metadynam-
ics is a fluctuating quantity. σ 2(V i) is here assumed to be equal
to the mean square difference of two different time averages of
V i

G(s, t) in the two intervals (teq,
teq+ttot

2 ) and (
teq+ttot

2 , ttot). Using
error propagation on Eq. (1), we have

σ 2(pi
α

) = [
σ 2(ni

α

) + β2σ 2(V i)(ni
α

)2]
e2β(V i

α− f i)

Using σ 2(ni
α) = gni

α , where g is a constant that takes into account
the correlation time [17], we find

σ 2(pi
α

) = γ i
α pi

αeβ(V i
α− f i) ∼= γ i

α pαeβ(V i
α− f i) (3)

where

γ i
α = g + β2ni

ασ 2(V i)
The pi

α-s are then combined in a single estimate of the probability
following the standard WHAM procedure. This leads to

pα = C

∑
i

1
σ 2(pi

α)
pi
α∑

i
1

σ 2(pi
α)

= C

∑
i

1
γ i
α

ni
α∑

i
1
γ i
α

eβ( f i−V̄ i
α)

(4)

where C is a normalization constant. The constants f i are deter-
mined self-consistently like in Ref. [17]. Finally, the free energy of
microstate α is given by the usual formula Fα = −kB T log pα .

Clicking on the button “COMPUTE FREE EN.”, or by typing the
command “run_wham; ” in the VMD shell, the free-energy of each
microstate is estimated as explained above and the result is auto-
matically updated in the MICROSTATES file and in the “ANALYSIS –
Microstates List” section.

At this point, there are several checks that should be performed
in order to assess the reliability of the results. In metadynamics,
the accuracy of the free energy estimates is mainly affected by
the reliability of the bias potentials V i in Eq. (2). If the simulation
is converged, the bias potential V i

G(s, t) is an unbiased estimator
of the free energy, namely it fluctuates around an average value,
−F (s), with ripples whose size is determined by the metadynam-
ics parameters. In these conditions the time average in Eq. (2) is
meaningful, as V i

G(s, t) is stationary. The value of the parameter
teq in Eq. (2) is specified in the text-box EQUIL.time. In order
to check if the average in Eq. (2) is converged, one uses the but-
ton “plot” next to each HILLS file name in the “SETTINGS – Biases”
category. A typical graphic output is presented in Fig. 3 for ALA3.
The red and the blue curve represent respectively the time aver-
age of V i

G(s, t) in the two intervals (teq,
teq+ttot

2 ) and (
teq+ttot

2 , ttot).
Ideally, if the free energy estimator is stationary, these two curves
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Fig. 3. Convergence of the bias profiles V i
G (s, t) for ALA3, as a function of the backbone dihedral angles. The red profile represents the time average within (teq,

teq+ttot
2 ), the

blue one within (
teq+ttot

2 , ttot), and the black thick line, averaging over red and blue profiles which are consistent within 1kB T , is the best estimate for the free energy. Two
cases are shown: a) filling time teq = 10 ps, total time ttot = 300 ps: the statistics is poor and the profiles are not converged; b) teq = 200 ps, ttot = 8000 ps: a well-converged
simulation. (To distinguish between different colors in this figure, the reader is referred to the web version of this article.)
should be similar. The parameter DELTA (= 1kB T in Fig. 3) allows
specifying the maximum allowed difference that two different free
energy estimates can take in order to be considered reliable. The
code automatically attempts aligning the two profiles, maximizing
the size of the region in which the two profiles differ by less than
DELTA. The error on V G , namely the average standard deviation of
the two profiles, will be by construction smaller than DELTA (nor-
mally significantly smaller). As a further constraint, the region on
which the profiles are aligned must be continuous, as free energy
estimators are reliable only within connected regions. The result of
this procedure is represented as a black thick line in Fig. 3. Only
the frames falling within the black region are retained for further
analysis. For these frames, the equilibrium population is estimated
using Eq. (1) with the bias potential given by Eq. (2). The two
parameters EQUIL.time and DELTA should be varied until one
is able to obtain, for all the relevant biased collective variables, a
free energy estimate on a sufficiently wide region and with a suffi-
ciently small difference between the blue and the red curve. Fig. 3a
shows an example in which the bias potential is badly converged,
due to insufficient statistics (too short teq and ttot). We also show
a case in which convergence is excellent (Fig. 3b). In this case the
red and blue profiles of each HILLS file are very similar to each
other (within less than DELTA) over all the range of each CVs.

2.5. Finding the kinetic basins

In the next step METAGUI allows performing a kinetic clus-
tering of the hundreds of microstates whose free energy is esti-
mated according to the procedure described above. The microstates
space is subdivided in metastable sets (“kinetic basins”), normally
corresponding to significant local free-energy minima. This is ac-
complished by constructing an approximate rate matrix among
these microstates and analyzing its spectrum [21]. By construc-
tion, the typical transition time between two microstates will be
much smaller when they belong to the same kinetic basin than
when they belong to different basins. The transition rate between
microstate α and β is assumed to be of the form [22]

kαβ = χαβk0
αβe− 1

2 (Fβ−Fα)/kB T (5)

where k0
αβ = k0

βα are the rates associated to simple diffusion on a
flat free energy surface and χαβ = 1 only if the microstates are
neighbors, 0 otherwise. In d dimensions the microstates are la-
beled by d integers (i1, i2, . . . , id). If D is diagonal, the only rates
differing from zero are those in which one of the components of
(i1, i2, . . . , id) vary by one:

k0
(...,ik,...)(...,ik±1,...) = Dkk

ds2
k

(6)

where dsk is the grid spacing. If D is non-diagonal, the expression
for k0 is more complicated and is reported in Ref. [17]. As a de-
fault, the tool simply takes Dij = δi j dsi ds j . If the diffusion matrix
of the system is known one can insert its values in the corre-
sponding text-boxes accessible by clicking the “Advanced settings”
button.

By clicking on the “DIAG. KINETIC MATRIX” button, or by typ-
ing the command “run_basins; ” in the VMD shell, the calculation
starts. First, the code finds the largest subset of microstates that
are connected in the multi-dimensional CV-space. Two microstates
are connected if they are neighbors in the grid and their relative
free energy difference is known. This preliminary step is necessary
as one can look for a decomposition in kinetic basins only on a
connected region. As outlined in the previous Section, the biases
are considered reliable only when converged in a connected re-
gion – black line in Fig. 3. However, the WHAM procedure can at
times provide converged free energies in physically separated re-
gions, that look superimposed upon projection on one variable.

As a second step, the spectrum of the rate matrix in Eq. (5) is
computed by diagonalization. By default, only the first 15 eigenvec-
tors are computed in order to allow a fast matrix diagonalization.
The eigenvalues and eigenvectors of this matrix provide direct in-
formation about the subdivision of the system in kinetic basins
[21]. The relaxation times τi of the system are the inverse of the
eigenvalues λi of this matrix. One eigenvalue is by construction
equal to zero, as the rate matrix Eq. (5) satisfies detailed balance.
Once the calculation is completed, the relaxation times are plotted
in decreasing order and in logarithmic scale in a graphic window
that pops out when the program terminates. The user can then
chose in how many relaxation times to represent the splitting of
the microstates space considering the subdivision in kinetic basins
(“Number of timescales” text box in the “ANALYSIS – Kinetics” sec-
tion). As explained above, a reasonable choice would be to include
preferentially the first τi relaxation times until a big separation
(one or two orders of magnitude) is observed with the following
relaxation time (τi+1).

After the user chooses the number of timescales, the program
finds the attractor of each kinetic basin by looking at the com-
ponents distribution in each eigenvector, like in Ref. [21]. Each
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Fig. 4. Kinetics of the ALA3 system: a) relaxation times from the diagonalization of the kinetic matrix; b) kinetic basins corresponding to the largest relaxation time as a
function of three CVs, in different colors, and atomic structures of the attractors (lowest free-energy microstates) of the basins; c) the same for the two largest relaxation
times, and d) for the three largest. Basins A, B, C, and D have the same free energy within 1 kJ/mol. (To distinguish between different colors in this figure, the reader is
referred to the web version of this article.)
microstate is then assigned to an attractor by performing a com-
mitor analysis, namely running a few hundred trajectories starting
from the microstate with a dynamics driven by the rates in Eq. (5).
Each trajectory is ended when it reaches one of the attractors. The
microstate is assigned to the kinetic basin of the attractor that has
been reached more times. We found that this procedure is numer-
ically more stable than the one proposed in Ref. [21], where the
separation in kinetic basins is fully derived from the eigenvectors
of the rate matrix.

In Fig. 4a the relaxation times for ALA3 are reported (obtained
by restricting the CV-space to Ψ1, Φ1, and Ψ2): the first τ1 value
is separated from the following ones by a gap of about one or-
der of magnitude. This allows to identify two main kinetic basins.
The kinetic basins subdivision of the system can be graphically
represented as a projection on the CV space of the microstates.
This is done by clicking the “Build basins” button. The microstates
are plotted on the VMD Display window, represented as spheres,
and their three-dimensional coordinates correspond to three CVs
selected in the “plot” checkboxes next to each collective variable
in the “SETTINGS – Collective Variables” section. The microstate
spheres are colored according to the kinetic basin they belong
to. The microstate of lowest free energy (attractor) in each ki-
netic basin is represented as a bigger sphere. In Fig. 4b the two
main basins of ALA3 are displayed employing the CVs Ψ1, Φ1, and
Ψ2: the space is splitted along the Ψ2 direction in a α-like basin
(A) and a β-like basin (B). The following information appears in
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the “Basins List” in the “VISUALIZATION – Kinetic” section of the
METAGUI interface: a basin identifier (first column); the number of
microstates belonging to that basin (second column); the identifier
of the attractor, namely the microstate of minimum free energy
of that basin (third column); the average free energy of the basin
(fourth column). The plugin allows now an efficient navigation
through the microstates space directly on the VMD Display win-
dow. By hitting the “1” key (atom picking mode) inside the VMD
Display, one can select a state (sphere) from the displayed ones
by left-clicking with the mouse. The atomic configurations corre-
sponding to the selected microstate then appear. Fig. 4b shows the
atomic structures of the attractor microstates of each of the two
main kinetic basins of ALA3: it is clear that within each microstate
the atomic configurations are structurally consistent among them.
To return to the kinetic basins splitting in CV-space representa-
tion it is sufficient to hit the “F” key in the VMD Display window.
Figs. 4c, d show the effect of considering the additional relaxation
times τ2 and τ3 in the kinetic analysis of ALA3: the two main
basins split in sub-basins along Ψ1 in a hierarchical way, provid-
ing a more fine-grained kinetic picture of the system.

We remark that in practical applications it is important to as-
sess the convergence of the kinetic model by checking its robust-
ness with respect to variations of the relevant parameters, namely
the length of the molecular dynamics trajectories (20 ns are suffi-
cient for ALA3), the number and type of CVs employed to estimate
the free-energy, the size of the grid in CV-space, the minimum
population of each microstate.

3. Conclusions

We presented a new computer tool called METAGUI aimed
at analyzing metadynamics and long-scale molecular dynamics
simulations. The tool extends the popular molecular visualiza-
tion program VMD [8] and relies on a graphical user interface
(GUI) that allows building a microstates-based model of the sys-
tem that includes equilibrium thermodynamics (free-energy in
a multi-dimensional space) and kinetics (matrix of transition rates
among microstates, and kinetic basins). Allowing the construction
of a handy model of the system, METAGUI facilitates the analysis
and interpretation of large-scale simulations on complex systems.
The tool collects together several different functionalities which
would otherwise force the user to employ distinct codes: clustering
of trajectories, weighted-histogram analysis, construction and diag-
onalization of kinetic matrices, dual visualization of microstates in
CV-space and molecular structures in Cartesian coordinates.

In this paper we illustrated the METAGUI tool using a very sim-
ple example of a conformational transition in ALA3, but potential
applications range over the full spectrum of free-energy calcu-
lations including chemical reactions, phase transitions, molecular
recognition events and others. As an example, we provide in Fig. 5a
the output of the analysis of the Trp-cage folding simulation de-
scribed in Ref. [17]. The results, in terms of number and nature
of kinetic basins, are in full agreement with those reported in the
original manuscript, but can now be derived in a straightforward
and transparent manner with METAGUI.

The METAGUI can also be used as a preparative tool for setting-
up free energy calculations, especially when defining the number
and type of collective variables that will drive the dynamics of the
system. By loading a large set of structures generated by whatever
exploration method (e.g. molecular dynamics performed at high
temperature) one can easily perform a preliminary microstates
clustering of these structures in different sets of CVs. The Carte-
sian structures corresponding to these microstates can be directly
visualized by the METAGUI on the VMD display as explained above.
Fig. 5. a) Kinetics of the Trp-cage system. 4300 bins were obtained dividing the
multi-dimensional space in 5 CVs. This result is in agreement with the kinetic anal-
ysis of Ref. [17] in which a molten globule structure was find to act as a kinetic
trap. b) The same analysis performed using only 3 CVs produced structurally inho-
mogeneous microstates. (To distinguish between different colors in this figure, the
reader is referred to the web version of this article.)

Ideally, for an efficient simulation, one should use a set of CVs in
which the structures within a given microstate are very similar. As
an example, in Fig. 5b we report for the Trp-cage example how the
two relevant microstate would look like for an analysis performed
with a “wrong” set of CVs, in which one of the relevant slow vari-
ables is not included. If an output of this form is obtained, it is
necessary to analyze the structures assigned to the microstate in
order to find out which additional variable can provide a splitting
into structurally-consistent states.

The METAGUI currently supports the analysis of metadynam-
ics [9,19], in single replica, multiple walker [12] and bias-exchange
[13] variants. Of course the tool can also be used for analyzing sin-
gle – and multiple replicas unbiased molecular dynamics simula-
tions, since these can be considered as a metadynamics performed
with no bias. Future developments of METAGUI will go in the
direction of enlarging the spectrum of free-energy methods sup-
ported, including also umbrella sampling [23] and well-tempered
metadynamics [24].

The tool is based on the output format of PLUMED [25], which
makes it directly compatible with a large number of molecular dy-
namics codes like NAMD, GROMACS, SANDER, LAMMPS, DLPOLY,
QUANTUM-ESPRESSO, and more. The METAGUI source files, to-
gether with the ALA3 example shown here, can be downloaded
from the PLUMED website (http://www.plumed-code.org).
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Appendix A

A.1. Input data files format

We here describe the format of the input files that have to be
provided to the GUI, and of the output files that are created. Three
different types of data files must be provided to the GUI:

• TRAJECTORY: containing the temporal evolution of the coordi-
nates of the system.

• COLVAR: containing the temporal evolution of the CVs.
• HILLS: containing the metadynamics history-dependent poten-

tials.

TRAJECTORY
METAGUI can read trajectories in any file format supported by

VMD.

COLVAR
METAGUI expects to read COLVAR files compatible with the out-

put format of PLUMED v1.3. Since the format of these files may
change from one version of PLUMED to another, it is recommended
to adjust the file format of the COLVAR files to the one described
here. An allowed input format of this file is as follows:

#! FIELDS time cv1 cv2 cv3 cv4 vbias
#! ACTIVE 1 2 B
0.0 2.263 -2.742 -0.099 2.991 0.0000
2.0 -1.090 -2.790 -0.683 -1.556 0.0000
4.0 -1.313 -2.933 -0.511 -1.788 1.0000
.................

The first line describes the content of each field in the COLVAR
file. This line contains information on the number of CVs. It is as-
sumed that the number of CVs is equal to the number of times
the string “cv” appears. In the case of the example, there are four
CVs, cv1, cv2, cv3 and cv4. If several COLVAR files are loaded, they
must contain the same CVs in the same order. The second line
describes the metadynamics bias potential (if any) acting on the
following frames. The bias is identified by the number of active
CVs and their index (starting from 1): in the example 1 and 2, re-
spectively, together with a text label (B in the example). Therefore
the bias is acting on cv2. The tool is constructed in order to allow
analyzing simulations in which different parts of the trajectories
are biased by different history-dependent potentials. Whenever the
history-dependent potential changes, this line (#! ACTIVE) is re-
peated again with the information on the new bias. IMPORTANT:
the COLVAR files must be synchronized with the corresponding
trajectory files, this means that each line in the COLVAR file should
contain the value of the CVs in the configuration corresponding to
each frame in the trajectory file.

HILLS
The METAGUI reads history-dependent potentials files compat-

ible with the output format of PLUMED v1.3. Since the format of
these files may change from one version of PLUMED to another,
it is recommended to adjust the file format of the HILLS files to
the one described here. An allowed input format of this file is as
follows:

#! ACTIVE 1 2 B
4.000 -2.933 0.314 1.0000
8.000 -2.791 0.314 1.0000
12.000 -2.206 0.314 1.0000
.................
The header of the HILLS files informs on which CVs the bias is
acting on, with the same format as in the COLVAR files above. The
bias is identified by the last text label in the line.

A.2. Output files format

MICROSTATES
This file contains a list of microstates. The format of this file is

as follows:

1 1 2.945 -0.982 -0.589 -1.374 6.666 2
2 3 0.196 -1.374 -0.982 -1.767 12.375 -1000
3 3 -1.374 -2.945 0.196 -2.945 4.396 2
4 2 2.160 -1.374 0.196 -2.160 4.045 2
5 1 1.374 -2.945 -0.589 -1.374 8.436 2
6 1 2.553 -1.767 -0.589 -1.767 1000.000 -1000
7 1 -0.982 -1.767 -0.589 2.553 5.548 2
.................

The first column is the unique identifier of that microstate; the
second column shows the population of the microstate, namely the
total number of trajectory frames assigned to it; the next columns
are the CV values of the center of the microstate; the second last
column contains the free energy of the microstate. Note that some
states may have a free energy of 1000: this means that due to poor
statistics the free energy could not be assigned. The last column is
the identifier of the kinetic basin to which the microstate belongs.
Note that some states my have not been assigned to any basin: in
that case the identifier is −1000

BASINS
This file lists the kinetic basins in which the space has been

divided. The format of this file is as follows:

1 15 12.574 4931 2.945 -0.982 2.160 -2.160 5.868
2 3407 6.403 1582 -1.374 -1.374 2.553 -1.374 0.000
3 84 16.589 1866 -1.374 0.982 0.196 -2.945 11.500

The first column contains the basin identifier. The second col-
umn contains the number of microstates belonging to that basin.
The third column shows the free energy of the whole kinetic basin.
The fourth column shows the identifier of the microstate of mini-
mum free energy belonging to that basin: this is the kinetic basin
attractor. The following columns show the CV coordinates of the
attractor. The last column stores the free energy of the attractor.
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