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           T
echnological innovations are pen-

etrating all areas of science, making 

predominantly human activities a 

principal bottleneck in scientific prog-

ress while also making scientific ad-

vancement more subject to error and 

harder to reproduce. This is an area where a 

new generation of artificial intelligence (AI) 

systems can radically transform the prac-

tice of scientific discovery. Such systems are 

showing an increasing ability to 

automate scientific data analy-

sis and discovery processes, can 

search systematically and correctly through 

hypothesis spaces to ensure best results, can 

autonomously discover complex patterns in 

data, and can reliably apply small-scale sci-

entific processes consistently and transpar-

ently so that they can be easily reproduced. 

We discuss these advances and the steps 

that could help promote their development 

and deployment.

Applying AI to the practice of science is 

not new. AI pioneer and Nobel laureate 

Herbert Simon hypothesized that cognitive 

mechanisms involved in scientific discovery 

are a special case of general human capabili-

ties for problem-solving and, with colleagues, 

developed systems in the 1970s and 1980s 

that demonstrated reasoning capabilities 

for analyzing scientific data ( 1). Also in the 

1970s, Joshua Lederberg (another Nobel win-

ner) and colleagues developed the DENDRAL 

system for analyzing mass spectrometry data 

in order to hypothesize molecular structures 

( 2). More recent breakthroughs, such as ro-

bot scientists and software that formulates 

laws for complex dynamical systems, demon-

strate broader applicability of AI techniques 

for scientific discovery ( 3).

Over the past two decades, AI has seen 

accelerating scientific advances and con-

comitant commercial-sector successes be-

cause of advances on three fronts: steady 

scholarly advances, especially as success has 

increased the numbers of interested partici-

pants; Moore’s law and steady exponential 

increases in computing power; and expo-

nential increases in, and broad availability 

of, relevant data in volumes never previously 

seen. Those scientific efforts that have lever-

aged AI advances have largely harnessed so-

phisticated machine-learning techniques to 

create correlative predictions from large sets 

of “big data.” Such work aligns well with the 

current needs of peta- and exascale science. 

However, AI has far broader capacity to ac-

celerate scientific discovery, and AI-based 

systems that can represent hypotheses, 

reason with models of the data, and design 

hypothesis-driven data collection techniques 

can reduce the error-prone human bottle-

neck in scientific discovery.

SEARCHING AND SYNTHESIZING. What 

do these intelligent systems look like to-

day? AI techniques are amplifying existing 

tools in identifying relevant results from the 

broader scientific community. Search en-

gines are some of the most important and 

frequently used tools in the general scien-

tific arsenal. Major search engines all use AI 

techniques for tasks like query suggestion 

and result customization. Increasingly, sci-

entists in many fields are augmenting the 

power of search by using machine-readable 

ontologies and Semantic Web technology 

( 4) to tag not just scientific articles but 

also figures and videos, blogs, data sets, 

and computational services, which allow 

information-finding beyond current search 

limitations.

We can project a not-so-distant future 

where “intelligent science assistant” pro-

grams identify and summarize relevant 

research described across the worldwide 

multilingual spectrum of blogs, preprint ar-

chives, and discussion forums; find or gen-

erate new hypotheses that might confirm or 

conflict with ongoing work; and even rerun 

old analyses when a new computational 

method becomes available. Aided by such 

a system, the scientist will focus on more 

of the creative aspects of research, with a 

larger fraction of the routine work left to the 

artificially intelligent assistant.

New types of intelligent systems that can 

enhance scientific efforts in this manner are 

transitioning from academic and industrial 

research laboratories. A term gathering pop-

ularity for systems that intelligently process 

online information beyond search is “cogni-

tive computing,” used by IBM in describing 

the Watson system that beat the best human 

players in the televised Jeopardy! game ( 5). 

One kind of cognitive system includes lan-

guage-based programs like Watson, which 

is now being used by IBM and a number 

of prominent medical centers in develop-

ing tools for improving medical treatment 

by helping doctors keep up with constantly 

changing medical literature. To enhance 

these capabilities, the U.S. Defense Ad-

vanced Research Projects Agency (DARPA) 

recently announced a major effort to syn-

thesize new systems-biology models of can-

cer by knitting together fragmentary causal 

hypotheses gathered by automatically read-

ing papers in the literature ( 6). Another 

group of cognitive systems, based largely on 

advances in neural networks and neurologi-

cally inspired computation, is beginning to 

show promise in the analysis of nontextual 

processing, especially of online images and 

video, across a wide range of areas including 
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biological imaging ( 7), species preservation 

( 8), and quantum chemistry ( 9).

DIGESTING DATA. AI techniques have ac-

celerated the pace and quality of analysis of 

the huge quantities of data that can stream 

from modern laboratory equipment. To de-

rive scientific insight from data at this scale, 

standard methods include applying dimen-

sionality-reduction techniques and feature 

extractors to create high-speed classifiers 

based on machine-learning approaches, such 

as Bayesian networks or support-vector ma-

chines. Because the phenomena under study 

often exist in nonstationary environments 

or in contexts with only small quantities of 

labeled data that can be used for training—

complex, unsupervised, and reinforcement 

machine-learning techniques are critical for 

data analysis. These types of approaches are 

being used in recent projects in data-rich ar-

eas as diverse as chemical structure predic-

tion, pathway analysis and identification in 

systems biology, the processing of large-scale 

geophysics data, and others.

Another, more ambitious class of intelli-

gent systems is being developed under the 

rubric of Discovery Science or, increasingly, 

Discovery Informatics ( 10). These systems 

enhance the intelligent assistants described 

earlier with the capability to attack scientific 

tasks that combine rote work with increasing 

amounts of adaptivity and freedom. These 

systems use encoded knowledge of scientific 

domains and processes in order to assist 

with tasks that previously required human 

knowledge and reasoning. In fact, several 

sciences have significant investments in the 

representation of vast amounts of scientific 

knowledge and are poised to explore new in-

telligent systems that exploit that knowledge 

for discovery.

For example, the Hanalyzer (short for 

high-throughput analyzer) uses natural lan-

guage processing to automatically extract a 

semantic network from all PubMed papers 

relevant to a specific scientist, uses Semantic 

Web technology to integrate assertions from 

other biomedical sources, and reasons about 

the network to find new correlations that 

suggest new genes to investigate ( 11) (see 

the figure). The Wings system uses Semantic 

Web technologies and AI planning to reason 

about specific choices of models and algo-

rithms for water-quality data and customizes 

workflows automatically for daily condi-

tions ( 12). Eureqa, usable in many scientific 

fields, searches a vast space of hypotheses 

consistent with given data observed in an 

experiment, selects those most promising, 

and designs experiments to test them ( 13). 

Sunfall incorporates usability principles and 

cognitive load considerations in the design 

of a visual analytics interface; this reduces 

scientists’ workload and false-positive rates 

in identifying supernovae ( 14).

These four systems are representative of 

the ways that more advanced AI can serve 

scientific ends. They are based on explicit 

representations of science processes, and 

they reason about these to automate pro-

cesses and assist the human scientist. De-

velopment of the explicit representations of 

scientific processes on which they are based 

is complex. When successful, the computer 

can become a real (although junior) par-

ticipant in the science process, doing what 

it does best: applying algorithmic methods 

and bringing knowledge to bear in a consis-

tent, systematic, and complete manner.

A VIRTUOUS CIRCLE. Developing systems 

like these is not just an exercise in AI appli-

cation—it affects the direction of AI research. 

Addressing real challenges of science pushes 

the AI envelope in many areas, including 

knowledge representation, automatic infer-

ence, process reasoning, hypothesis genera-

tion, natural language processing, machine 

learning, collaborative interaction, and in-

telligent user interfaces. This interaction 

creates a virtuous circle where advances in 

science go hand in hand with advances in AI. 

This virtuous circle can only work well if bal-

anced and well oiled.

What are the best ways to immerse AI re-

search into scientific practice so that it can 

deliver on this promise? First, and perhaps 

most obviously, is conceiving new means of 

bringing interdisciplinary research teams to-

gether at an earlier stage of research and in 

a sustainable manner. Increasingly, there is a 

realization in academia that scientists must 

gain broad knowledge and skills in computa-

tion and programming. This should include 

AI components—training and supporting 

students and young researchers. In addition, 

basic research to advance AI in domains of 

science practice needs to be facilitated and 

rewarded in academia, as standard criteria 

for research merit focus primarily on theo-

retical advances in computing per se and 

thus do not transfer well to this kind of mul-

tidisciplinary research.

A significant challenge that appears to 

be specific to AI is to attract scientific re-

searchers to engage in this joint research. 

Scientists have made significant invest-

ments in the past in advanced computing 

technologies, such as high-end computing, 

distributed databases, and sensor networks. 

However, their interest in AI seems relatively 

limited. With AI systems having impacts in 

the consumer sector (e.g., speech recogni-

tion systems, real-time automated language 

translation, and self-driving cars and self-

navigating drones), why are scientists not 

enthusiastic about embracing AI?

One hypothesis is the lack of clear methods 

to measure the impact of AI in science. There 

are exceptions in some areas of AI, such as 

machine learning and language processing, 

where metrics to compare systems have been 

defined and improvement has been mea-

sured. But there has been little research into 

such measurement more generally, especially 

for the heuristic methods of the reasoning 

field. Methods to quantify significant ad-

vances because of the use of new AI technolo-

gies in scientific fields are needed to validate 

the impact of AI on scientific discovery.

Another reason may be the limited work 

of the AI community in disseminating and 

marketing ideas to scientists. Although many 

non-AI scientists attend supercomputing and 

database conferences, few are compelled to 

attend an AI conference. Possibly, research-

ers are influenced by the unrealistic science 

fiction images of super-smart machines, 

rather than the realities of current techno-

logical advances. Understanding the sources 

of hesitation of scientists to embrace AI will 

be a first step toward changing the culture 

and bringing these communities together.

The world faces deep problems that chal-

lenge traditional methodologies and ideolo-

gies. These challenges will require the best 

brains on our planet. In the modern world, 

the best brains are a combination of humans 

and intelligent computers, able to surpass 

the capabilities of either one alone.      ■ 
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