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ABSTRACT
Practical applications of quantum computers require millions of
physical qubits and it will be challenging for individual quantum
processors to reach such qubit numbers. It is therefore timely to
investigate the resource requirements of quantum algorithms in a
distributed setting, where multiple quantum processors are inter-
connected by a coherent network. We introduce an extension of
the Message Passing Interface (MPI) to enable high-performance
implementations of distributed quantum algorithms. In turn, these
implementations can be used for testing, debugging, and resource
estimation. In addition to a prototype implementation of quantum
MPI, we present a performance model for distributed quantum com-
puting, SENDQ. The model is inspired by the classical LogP model,
making it useful to inform algorithmic decisions when program-
ming distributed quantum computers. Specifically, we consider
several optimizations of two quantum algorithms for problems in
physics and chemistry, and we detail their effects on performance
in the SENDQ model.
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1 INTRODUCTION
Quantum computing promises to solve certain computational tasks
exponentially faster than classical computers, with application do-
mains ranging from cryptography [49] to chemistry and mate-
rial science [33]. A host of case studies investigate the minimal
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requirements for quantum computers to yield a practical advan-
tage [20, 29, 45, 48, 58]. While the resource requirements seem
generally feasible, e.g., for applications in computational cataly-
sis [58] and for breaking RSA [20], such applications require mil-
lions of physical qubits. Given current projections [19, 39], it will
be challenging for individual quantum processors to achieve such
qubit numbers. Consequently, these applications may require that
computations are distributed across multiple entangled quantum
processors.

In a distributed setting, multiple smaller quantum chips are con-
nected coherently, allowing for inter-node communication of quan-
tum information. For example, IBM’s roadmap for large scale de-
vices containing more than 1 million qubit is planned as a set of
individual systems with quantum interconnects linking many dilu-
tion refrigerators [19] and Google Quantum AI have communicated
plans to connect 100 tiles of 10,000 physical qubits each to reach a
million physical qubits [39]. For an overview of possible paths to
distributed quantum computing, we refer the reader to reviews on
the topic [2, 56].

RelatedWork. There exists a host of software frameworks, pro-
gramming languages, and compilers for quantum computing [1,
6, 21, 26, 51, 53]. However, to the best of our knowledge, no exist-
ing framework for quantum computing allows for development of
distributed algorithms.

Moreover, progress has been made on simulations and appli-
cations of a quantum internet [12, 13, 61]. Yet, as with today’s
classical internet applications, these works do not aim to provide
a framework for high-performance distributed quantum comput-
ing. Instead, typical use cases of a quantum internet are secure
communication, clock synchronization and leader election [44, 61].

There exists a large body of theoretical work to estimate the re-
source requirements of non-local operations [10, 17], of distributed
quantum algorithm primitives such as distributed arithmetic [35]
and the quantum Fourier transform [65], and of entire applications
in cryptography [20, 36, 64] and computational chemistry [15].

Finally, there is related work on theoretical models of distributed
quantum computing. Beals et al. [3] introduce the Q PRAM model,
the shared quantum memory equivalent of the PRAM model with
global load/store access as a model for distributed quantum com-
puting. They analyze several quantum algorithms in the Q PRAM
model. In contrast to our work, however, their focus is on asymp-
totic runtimes, and not on performance.

While we consider systems where each node has a sufficient
number of physical qubits to encode several logical qubits, we
note that there are alternative approaches. For example, Nickerson
et al. [41] propose a protocol for distributed quantum computing
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in which small cells of only 5 to 50 physical qubits are connected.
In this setting, even a single logical qubit is spread over different
nodes, and the distribution is a hardware implementation detail not
exposed to the user.

Contributions. In order to bridge the gap between theoretical
distributed quantum algorithms and software frameworks for quan-
tum computing, we propose Quantum MPI (QMPI), an extension of
the classical MPI standard [59] to quantum computing. The focus of
QMPI is to provide the primitives that are necessary to implement
high-performance distributed quantum algorithms. To reason about
the performance of distributed quantum algorithms, we develop
the SENDQ model and we present examples that illustrate how this
model may be leveraged to inform algorithmic decisions.

Specifically, our contributions are as follows:
• We define Quantum MPI (QMPI) as an extension to classical
MPI. QMPI supports all classical MPI functionality on com-
putational basis states (including their inverses to enable
reversibility) as well as general-purpose point-to-point and
collective functions that entangle and move qubits between
nodes.

• We present a quantum communication model (SENDQ) that
is inspired by the classical LogP model [11] to model the
performance of distributed quantum algorithms and foster
algorithmic optimizations.

• We implement quantum-specific optimizations, such as using
asynchronously pre-established entangled quantum states
to optimize point-to-point and collective quantum communi-
cation with zero quantum communication depth and purely
classical communication.

• We discuss potential applications of quantum MPI to prob-
lems from physics and chemistry, and we show how such
applications can be optimized using the SENDQ model.

QMPI adds support for quantum message passing to existing
quantum programming languages, thus enabling programmers to
implement distributed quantum algorithms. In combination with
SENDQ, the resulting implementations can be used to investigate
typical workloads at application scale. The results of such inves-
tigations are crucial for making informed architectural decisions
along the road to practical distributed quantum computing.

2 QUANTUM COMPUTING
This section serves as a brief introduction to quantum computing
and our notation. For a more detailed treatment of this subject, we
refer the reader to the textbook by Nielsen and Chuang [42].

Quantum States and Dirac Notation. A quantum computer
consists of multiple quantum bits (qubits) whose quantum state
may be represented as a complex superposition over all classical
bitstrings. Specifically, the state |𝜓 ⟩ (“ket𝜓 ”) of an 𝑛-qubit quantum
computer may be written as

|𝜓 ⟩ =
2𝑛−1∑
𝑖=0

𝛼𝑖 |𝑖𝑛−1 · · · 𝑖0⟩ ,

where 𝑖𝑘 denotes the 𝑘th bit of the integer 𝑖 , and 𝛼𝑖 ∈ C such that∑
𝑖 |𝛼𝑖 |2 = 1. When measuring all qubits at once, the probability

of observing the integer 𝑖 is given by |𝛼𝑖 |2. This also explains the
normalization condition, since the probability of observing any

(a)

=
𝐻 𝐻

(b)

𝐻

𝑍

Figure 1: (a) A CNOT may be written in terms of a CZ using
Hadamard gates. (b) If the target qubit is known to be re-
set to |0⟩ by the CNOT, then this reset may be implemented
more efficiently using only single-qubit gates and classical
control.

integer should be equal to 1. The “ket” notation |·⟩ denotes column
vectors, whereas row vectors are denoted by “bra”: ⟨·|. Therefore,
the dot-product between two state vectors |𝜓 ⟩ , |𝜙⟩ can be written
as ⟨𝜓 |𝜙⟩ and the projector onto |𝜓 ⟩ is 𝑃 |𝜓 ⟩ := |𝜓 ⟩ ⟨𝜓 |. By identi-
fying each of the computational basis states |𝑖𝑛−1 · · · 𝑖0⟩ with the
corresponding standard basis vector 𝑒𝑖 ∈ C2

𝑛
, i.e., (𝑒𝑖 )𝑗 = 𝛿𝑖 𝑗 where

𝛿𝑖 𝑗 denotes the Kronecker delta, |𝜓 ⟩ can be written as a column
vector with entries ( |𝜓 ⟩)𝑖 = 𝛼𝑖 .

Quantum Gates. A computation can be performed by applying
a sequence of quantum instructions to the qubits. Such quantum
instructions consist of a list of qubit indices that the instruction acts
upon, and a so-called quantum gate, akin to classical gates such
as AND, XOR, etc.. In the same way that quantum states can be
represented as column vectors, quantum gates may be represented
as (complex) unitary matrices 𝑈 of dimension 2𝑛 × 2𝑛 . A matrix is
said to be unitary iff 𝑈 †𝑈 = 𝑈𝑈 † = 1, where 𝑈 † denotes the Her-
mitian conjugate of𝑈 . Then, matrix-vector multiplication models
the application of a quantum gate.

We will be using the following gates in this paper. The Hadamard
gate 𝐻 = 1√

2

( 1 1
1 −1

)
, the 𝑆 gate 𝑆 =

( 1 0
0 𝑖

)
, the Pauli gates 𝑋 =( 0 1

1 0
)
, 𝑌 =

( 0 −𝑖
𝑖 0

)
, 𝑍 =

( 1 0
0 −1

)
, the controlled Pauli gates, e.g., con-

trolled X (or controlled NOT, CNOT)

𝐶𝑋 = |0⟩ ⟨0| ⊗ 12 + |1⟩ ⟨1| ⊗ 𝑋 =

( 1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

)
,

(where ⊗ denotes the Kronecker product), and Pauli rotation gates

𝑅𝑃 (𝜃 ) = 𝑒−0.5𝑖𝜃𝑃 ,

where 𝑃 is a single-qubit Pauli gate 𝑃 ∈ {𝑋,𝑌, 𝑍 }.
Quantum Circuits. To illustrate a sequence of quantum gates

acting on qubits, we use circuit diagrams such as the one in Fig. 1.
Each horizontal line corresponds to a qubit and boxes/symbols
on these lines represent gates, with time advancing from left to
right. We use double-lines to denote classical information such as
measurement outcomes. Controlled gates (such as CNOT) are drawn
with as a filled circle • on the control qubit and a line connecting
the control qubit to the target qubit gate. Moreover, the Pauli X
gate (or NOT gate) is drawn as a ⊕-symbol, since it corresponds to
addition modulo two, and the controlled Z gate is sometimes drawn
as two •-symbols connected by a line (to illustrate its symmetry
with respect to control and target qubit).

We will be using a circuit primitive called fanout, which can
be viewed as copying in a quantum superposition. Let us assume
a qubit 𝑞𝑐 = 𝛼 |0⟩ + 𝛽 |1⟩ in a superposition of classical values 0
and 1. Fanout adds auxiliary qubits and transforms the state to
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Figure 2: Fanout of control qubit 𝑞𝑐 to apply the controlled
gates𝑈1 and𝑈2 in parallel.

𝛼 |0...0⟩ + 𝛽 |1...1⟩., thus it is now in a superposition of multiple
copies of the classical values 0 and 1. Note that this is not the same
as cloning the qubit. One application of fanout is to to parallelize
computations [25] by fanning out control qubits so that gates can be
executed in parallel even when they are executed conditionally on
the same control qubit(s). Gates that are controlled on 𝑞𝑐 and that
act on distinct qubits may now be applied in parallel by choosing
qubit 𝑞𝑐 or any of the auxiliary qubits as a control qubit. After
completion of the controlled gates, all auxiliary qubits need to
reverted back to 0 by reverse fanout. Locally, this is again done by
a simple CNOT gate, see Fig. 2.

Quantum and Reversible Computing. Fanout is just one ex-
ample of classical computation applied to a superposition of input
states. More generally, any classical computation can be applied in
superposition after making it reversible: Let 𝑓 : {0, 1}𝑛 → {0, 1}𝑚
denote a classical function. 𝑓 can be made reversible by replacing all
gates in an implementation of 𝑓 with their reversible counterpart,
which may also introduce extra work qubits to store intermedi-
ate results that we denote by 𝑔(𝑥). For example, AND gates in
the implementation of 𝑓 are mapped to the so-called Toffoli gate,
which stores the AND of the two inputs into a fresh output (qu)bit
and, crucially, does not discard inputs, making the computation
reversible.

The reversible implementation of 𝑓 acts on three registers as
follows

|𝑥⟩ |0⟩ |0⟩
𝑓
↦→ |𝑥⟩ |𝑔(𝑥)⟩ |𝑓 (𝑥)⟩ ,

where the first register |𝑥⟩ is an 𝑛-qubit register that represents 𝑥 ,
and the last register |𝑓 (𝑥)⟩ consists of𝑚 qubits that represent 𝑓 (𝑥).
In order to allow for quantum interference (and register re-use),
the extra work qubits holding 𝑔(𝑥) must be uncomputed [4]. This
can be achieved by fanning out 𝑓 (𝑥) to a new register, and then
running the reversible implementation of 𝑓 in reverse, which we
denote by 𝑓 :

|𝑥⟩ |𝑔(𝑥)⟩ |𝑓 (𝑥)⟩ |𝑓 (𝑥)⟩
𝑓
↦→ |𝑥⟩ |0⟩ |0⟩ |𝑓 (𝑥)⟩ .

In contrast to classical MPI, QMPI reductions must be reversible
and thus such uncomputations of intermediate results are required.

EPR Pairs and Quantum Teleportation. When distributing
a quantum algorithm to multiple nodes, some multi-qubit gates
act on qubits that are located on different nodes. This situation
can be resolved through either gate or qubit teleportation. We will
briefly review the latter and we refer the reader to the work by
Yimsiriwattana and Lomonaco Jr [65] for a more detailed discussion.

The fundamental resource to enable communication of quantum
data are Einstein-Podolsky-Rosen (EPR) pairs [16], which consist

Node 1

Node 2

|𝜓 ⟩ |𝜓 ⟩𝑍

𝑚𝑢

send

𝑋

𝑚𝑓

𝐻

send

(a) Fanout(1 → 2) (b) Unfanout(1 → 2)

(c) Complete teleportation

Node 1

Node 2

Fanout(1→2) Unfanout(2→1)

|𝜓 ⟩ 𝐻

𝑋

𝑚𝑓

𝑍

𝑚𝑢

sendsend

|𝜓 ⟩

Figure 3: Quantum circuits illustrating fanout/unfanout and
teleportation of a qubit in state |𝜓 ⟩ from node 1 to node 2
using an EPR pair. Quantum teleportation can be seen as a
fanout to node 2, followed by an unfanout from node 2 to
node 1. For teleportation, 1 EPR pair is used and 2 bits of
classical information are sent to node 2.

of two qubits in the state
1
√
2
( |00⟩ + |11⟩) .

In a circuit diagram, we depict EPR pairs as two filled circles that
are interconnected with a serpentine line .

When two nodes share a EPR pair, another qubit may be moved
from one node to the other using the EPR pair and classical com-
munication. The basic idea is to first fan out the qubit to the other
node and to then remove (using measurement) the qubit from the
first node. Fanout may be achieved using a parity measurement
between the local EPR pair qubit and the qubit to send, followed by
a conditional fix-up operation, as shown in Fig. 3(a). We compute
the parity using a CNOT gate between the qubit to send and the
local share of the EPR pair, and then we measure the parity. If the
outcome is 0, no further action is required. However, if the parity
is 1, the other node must fix its "fanout" qubit (its share of the EPR
pair) by flipping the qubit using an X gate.

At this point, the qubit has been fanned out successfully to the
second node. If both qubits were located on the same node, we
could use a CNOT to reset the first qubit to |0⟩, resulting in the
qubit having moved from the original position to where the second
qubit of the EPR pair was located. It turns out that the same is
true in the remote setting: Because the CNOT resets the qubit
to |0⟩, we may use the principle of deferred measurement [42]
to implement this uncomputing CNOT using just local gates and
classical communication, as illustrated in Fig. 1 and Fig. 3(b): All
that is needed is a measurement in the X-basis (apply Hadamard,
thenmeasure) and, if the outcome is 1, we apply a Z gate to the qubit
on the second node. This completes the Unfanout(2→1) section of
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the quantum circuit for teleportation in Fig. 3(c). Note that only
classical communication and no quantum communication is needed
for the unfanout, see Fig. 3(b).

3 DISTRIBUTED QUANTUM COMPUTING
In order to run practical quantum applications, a fault tolerant
quantum computer is necessary as current error rates for physical
two-qubit gates are on the order of 10−3−10−4 [30], while practical
applications in chemistry and cryptography require around 1010
Toffoli (or doubly-controlled NOT) gates [20, 22, 29, 58].

Overhead from Fault Tolerance. In order to store quantum
information for the duration of computation without any errors,
quantum error correction (QEC) uses many physical qubits to en-
code each logical qubit such that the error rates are low enough.
Additionally, we require to implement quantum gates in a fault tol-
erant way to execute the quantum program on these logical qubits.
Logical qubits and fault tolerant gates require a significant over-
head in terms of physical qubits and runtime. A modular quantum
computer design might be beneficial to handle the large number
of qubits, the cooling requirements for some technologies, and the
necessary control electronics and hence we are considering dis-
tributed quantum computing in this work. The logical clock cycle
is optimistically assumed to be 10𝜇𝑠 for midterm quantum com-
puters in the paper by von Burg et al. [58]. This number heavily
depends on the choice of qubit technology and the physical error
rates. For example state-of-the-art ion trap physical two-qubit gates
take already 1.6𝜇𝑠 [47] so the logical gate times for this technology
will be slower than the estimated 10𝜇𝑠 . Lekitsch et al. [30] estimate
a logical gate time of 235𝜇𝑠 for ion traps which results in a run-
time of 110 days to factor a 2048-bit number. Such slow logical
gate times at least initially allow us to hide the latency of classical
communication in a distributed setting.

A standard set of universal quantum fault-tolerant gates are the
single-qubit Pauli, Hadamard, and 𝑆 gates, the single-qubit𝑇 :=

√
𝑆

gate, and the two-qubit CNOT gate. Only the CNOT gates will re-
quire communication by either teleporting the involved qubits onto
the same quantum node or by fanout of the control qubit to the
other node. Both of which can be achieved by sharing logical EPR
pairs. When using the surface code, which is currently viewed to
be the most promising approach to enable fault-tolerant quantum
computing, the most costly (local) operation is the 𝑇 gate. In con-
trast to other gates, 𝑇 gates require distillation, which is performed
in so-called magic state factories [8]. The overhead due to these fac-
tories limits the parallelism on a fixed-size chip, since such factories
are expected to require tens of thousands of physical qubits when
assuming physical error rates of 10−3 [31].

Quantum-Coherent Interconnects. The physical implemen-
tation of connecting different quantum nodes by, e.g., creating a
distributed EPR pair, depends on the underlying technology. Using
optical photons is a natural choice given their property to travel
long distance with little perturbation. There is a large number of
theoretical proposals [38, 54, 63] and also first experimental pro-
totypes: optical photons have been used to demonstrate entangle-
ment sharing between ion traps 20m apart from each other [24]
or between atomic qubits [37]. In superconducting transmon qubit
architectures, it is necessary to convert microwave photons, which

are are used to perform two-qubit operations locally, to optical
photons [18]. However, such transducers are still challenging to
build. Therefore, alternative approaches are also being pursued, e.g.,
directly coupling two quantum nodes with microwave photons in
a cryogenic waveguide [32, 66].

In addition to the physical implementation for entanglement
sharing between nodes, a protocol for fault tolerance is required [5,
14, 55, 57].

Inter-Node Communication. With entanglement sharing in
place, it is possible to establish EPR pairs between nodes through
the quantum-coherent interconnect. In turn, this enables quan-
tum teleportation between nodes, thus allowing for sending and
receiving quantum information with move semantics.

However, we note that an additional mode of operation is pos-
sible: Instead of fully moving a qubit from one node to the other,
the qubit may also be fanned out to the other node, thus exposing
its value on multiple nodes at once. This is also referred to as an
entangled copy, which may be used, e.g., to reduce the delay of
certain quantum circuits, see Fig. 2 for an example.

In this second mode of operation, one may support all function-
ality of classical MPI. However, due to reversibility constraints, the
inverse of each function must be available as well [4]. For exam-
ple, reductions must be performed in a reversible manner. To this
end, depending on the reduction operation, additional work qubits
may be required. These must be stored and managed by the imple-
mentation until the inverse of the reduction is applied, allowing to
uncompute these work qubits.

4 QUANTUM MPI
To allow programmers to express distributed algorithms in their
quantum programming language of choice, we propose Quantum
MPI (QMPI) – a quantum extension of the classical message-passing
interface (MPI) standard.

4.1 Communicators and Interaction with MPI
QMPI leverages MPI for classical communication. As such, the com-
munication of classical and quantum data is completely separated:
The first is handled by MPI, whereas QMPI handles the latter.

While some nodes in MPI_COMM_WORLD may be purely classical,
such nodes must not be part of any communicator that is passed
to a QMPI function. QMPI_COMM_WORLD, which is of type MPI_Comm,
contains all quantum (i.e., not purely classical) nodes. All quantum
nodes must support classical MPI since otherwise, teleportation
would not be possible, as it requires communicating classical bits.

4.2 Datatypes
Qubits may be allocated using QMPI_Alloc_qmem(n), where 𝑛 de-
notes the number of qubits to allocate. QMPI_Alloc_qmem returns a
QMPI_QUBIT_PTR qptr, which points to the first qubit. Qubits may
be deallocated using QMPI_Free_qmem.

QMPI defines one basic quantum-specific datatype, QMPI_QUBIT,
which represents a single quantum bit. Given that qubits will be
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a scarce resource initially, we leave the construction of more com-
plex data types such as quantum integers and quantum floating-
point numbers to the programmer: Such data types may be con-
structed from QMPI_QUBIT using QMPI_Type_* functions such as
QMPI_Type_contiguous, as in classical MPI.

Aswe do not expect classical communication to be a bottleneck in
the near term and in order to keep classical communication separate
from quantum communication (the first using MPI, the second
using QMPI), we do not allow for mixing of quantum and classical
datatypes in the first version of QMPI. However, as protocols for
quantum error correction and entanglement sharing are optimized,
a tighter integration of QMPI with MPI may become critical to
performance, and this restriction could thus be dropped if needed
in a future version.

4.3 EPR pairs
The basic building block and most time consuming part for all
quantum communication is the creation of EPR pairs between qubits
on the sending and receiving nodes. Established EPR pairs allow for
higher-level communication primitives such as entangled copying
(fanout) or moving (teleportation) of qubits between two nodes that
share an EPR pair.

In order to request that an EPR pair be created between two
nodes, each node invokes

QMPI_Prepare_EPR(qubit, dest, tag, comm),

where qubit is a fresh qubit in |0⟩, dest refers to the rank of a QMPI
process running on the other node, tag is the message tag, and comm
is the communicator (e.g., QMPI_COMM_WORLD). Upon completion,
the quantum state of the two qubits (located on different nodes) is
1√
2
( |00⟩ + |11⟩).
As is the case for other communication primitives, asynchro-

nous versions (e.g., QMPI_Iprepare_EPR) are available to allow for
requesting EPR pairs ahead of time. Asynchronous QMPI functions
return regular MPI requests and message progression semantics
are similar to MPI’s original semantics, i.e., the global progress rule
applies.

4.4 General Point to Point Communication
As discussed in Section 3, QMPI supports communication in two
modes, one with copy semantics, the other with move semantics.
Both modes rely on EPR pairs to move and to fan out qubits to other
nodes. Qubits are moved from one node to another using quantum
teleportation, whereas fanout exposes their values on multiple
nodes simultaneously. QMPI provides functionality for fanning out
and sending/receiving qubit (the latter with move semantics) via the
two pairs of functions QMPI_Send / Recv and QMPI_Send_move
/ Recv_move. In addition, there are the inverses of QMPI_Send /
Recv, denoted by QMPI_Unsend / Unrecv, respectively. The reason
for this addition is that the uncomputation can be performed more
efficiently: The qubit can simply be measured after applying a
Hadamard gate and, if the outcome is nonzero, the other node must
apply a Pauli Z gate to its qubit, as shown in Fig. 1(b). Therefore,
uncomputing a fanned-out qubit can be achieved by communicating
only a single bit of classical information without needing an EPR
pair. The resource requirements for entangled copy/fanout, move,

and their respective inverses can also be found in Table 1. Table 2
lists all point-to-point primitives and the required resources in
terms of the costs for entangled copy and move from Table 1.

4.5 Collective Operations
In addition to general point-to-point communication, QMPI pro-
vides collective operations. QMPI_Bcast is an example of a simple
QMPI collective implementing fanout. Its main purpose is to expose
the value of a qubit on multiple nodes (and then uncomputing that
value again with its inverse, QMPI_Unbcast), similar to copying a
classical value with the corresponding MPI routine. In the quantum
case, collective communications allow even more optimizations
beyond what is possible classically. In particular QMPI_Bcast can
be implemented with constant quantum time. As discussed byWatts
et al. [60, Theorem 17], this can be done by first creating EPR pairs
on all edges of a spanning tree of the nodes in the communicator
as the only quantum communication step, which can be done in
parallel in constant time. This is followed by local parity measure-
ments among the entangled qubits at each node, the time for which
is logarithmic in the maximum degree of a node in the spanning
tree, which is typically a small constant. The last step consists of
collective classical communication and computation to identify
which qubits need to be changed by a Pauli 𝑋 gate. The logarithmic
complexity of QMPI_Bcast is thus due to (fast) classical commu-
nication, while the (slow) quantum communication is of constant
time.

Another collective operation, QMPI_Scatter_move /
QMPI_Gather_move is an example of a QMPI collective with
move semantics. A typical use case for this function is a section in
the quantum algorithm where multiple rotation gates are applied
to distinct qubits, all of which are located on the same node. In
order to increase the number of local rotation factories per rotation
qubit, the rotation qubits may be scatter-moved to separate nodes.
After all rotations have been applied in parallel, the qubits may
be gathered on the original node, allowing the computation to
advance.

A QMPI collective with entangled copy semantics that is also
worth a quick discussion is QMPI_Reduce (and its inverse QMPI_Un-
reduce). It differs from a classical MPI reduction only in that the
reduction operation is reversible and that it must be uncomputed
eventually (to free scratch space and to allow for interference in the
quantum algorithm). In this first version, the QMPI implementation
leaves all memory management to the user and QMPI_Reduce only
accepts reversible operations1.

An example operation is QMPI_PARITY, which computes the
parity of all qubits in the reduction. We note that there is a host
of different methods that the QMPI implementation may choose
from, depending on the situation (available scratch space, size of
reduction, etc.). We refer to Section 7 for a selection of different
algorithms for computing the parity.

Table 3 shows a complete list of all QMPI collectives and the
required resources in terms of entangled copy, move, reduce, and
scan from Table 1.

1Future versions may support automatic compilation from a non-reversible
implementation.
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Table 1: Classical and quantum resources required for entangled copy, move, reduce, scan, and their respective inverse opera-
tions (or uncomputation) in brackets. Stated are the resources required per qubit in themessage and for 𝑁 nodes (reduce/scan).

copy [uncopy] move [unmove] reduce [unreduce] scan [unscan]

Quantum
comm. (EPR
pairs)

1 [0] 1 [1] 𝑁 − 1 [0] 𝑁 − 1 [0]

Classical
comm. (bits) 1 [1] 2 [2] 𝑁 − 1 [𝑁 − 1] 𝑁 − 1 [𝑁 − 1]

Table 2: Point to point communication primitives in QMPI.
In addition to blocking, also non-blocking variants are avail-
able, as in classical MPI. Resource requirements are given in
terms of entangled copy andmove from Table 1. (a): Same as
Sendrecv with move semantics, (b): Resources may already
have been used.

Operation Reverse operation Resources

QMPI_Send, QMPI_Bsend,
QMPI_Ssend,
QMPI_Rsend

QMPI_Unsend,
QMPI_Bunsend
QMPI_Sunsend,
QMPI_Runsend

copy

QMPI_Recv, QMPI_Mrecv QMPI_Unrecv,
QMPI_Munrecv copy

QMPI_Sendrecv QMPI_Unsendrecv copy
QMPI_Sendrecv_replace(𝑎) QMPI_Unsendrecv_replace move
QMPI_Cancel(𝑏) —

QMPI_Send_move,
QMPI_Bsend_move,
QMPI_Ssend_move,
QMPI_Rsend_move

QMPI_Unsend_move,
QMPI_Bunsend_move,
QMPI_Sunsend_move,
QMPI_Runsend_move

move

QMPI_Recv_move,
QMPI_Mrecv_move

QMPI_Unrecv_move,
QMPI_Munrecv_move move

4.6 Communication Resources
The tables with all point-to-point and collective operations give
the resource requirements in terms of four basic primitives (and
their inverses for uncomputing communicated data): entangled
copy, move, reduce, and scan. Table 1 can be used to translate from
these basic primitives to the number of EPR pairs to be established,
and the number of classical bits to be communicated. We note that
the stated numbers for reduce and scan are representative of one
particular implementation, and there are a host of different tradeoffs
to consider in practice.

In particular, the stated numbers for reduce and scan are valid if
sufficient logical qubits are available to store intermediate results.
Using a linear communication schedule, both reduce and scan can
be performed using a single output register per node and a total
of 𝑁 − 1 EPR pairs per qubit to send, and uncomputation only re-
quires classical communication. In contrast, a binary-tree reduction
either requires more local storage, or intermediate results must be
uncomputed, and later recomputed during QMPI_Unreduce, which

Table 3: Collective communication in QMPI. In addition to
the blocking calls, also non-blocking variants [23] are avail-
able, as in classical MPI. Resource requirements are given
in terms of entangled copy, move, reduce, and scan from Ta-
ble 1. (a): For in-place: Move resources, (b): Operation must
be reversible.

Operation Reverse operation Resources

QMPI_Bcast QMPI_Unbcast copy
QMPI_Gather,
QMPI_Gatherv

QMPI_Ungather,
QMPI_Ungatherv copy

QMPI_Scatter,
QMPI_Scatterv

QMPI_Unscatter,
QMPI_Unscatterv copy

QMPI_Allgather,
QMPI_Allgatherv

QMPI_Unallgather,
QMPI_Unallgatherv copy

QMPI_Alltoall,
QMPI_Alltoallv,
QMPI_Alltoallw

QMPI_Unalltoall,
QMPI_Unalltoallv,
QMPI_Unalltoallw

copy/move(𝑎)

QMPI_Reduce QMPI_Unreduce reduce(𝑏)

QMPI_Allreduce QMPI_Unallreduce reduce(𝑏) + copy
QMPI_Reduce_scatter,
QMPI_Reduce_scatter-
_block

QMPI_Unreduce_scatter,
QMPI_Unreduce_scatter-
_block

reduce(𝑏)

QMPI_Scan,
QMPI_Exscan

QMPI_Unscan,
QMPI_Unexscan scan(𝑏)

QMPI_Gather_move,
QMPI_Gatherv_move

QMPI_Ungather_move,
QMPI_Ungatherv_move move

QMPI_Scatter_move,
QMPI_Scatterv_move

QMPI_Unscatter_move,
QMPI_Unscatterv_move move

QMPI_Alltoall_move,
QMPI_Alltoallv_move,
QMPI_Alltoallw_move

QMPI_Unalltoall_move,
QMPI_Unalltoallv_move,
QMPI_Unalltoallw_move

move

also increases EPR pair usage. Similar considerations apply for the
scan primitive.

For a more detailed discussion of the tradeoffs involved in opti-
mizing collectives such as QMPI_Bcast and QMPI_Reduce, we refer
the reader to Section 7.1.

4.7 Future Extension: Persistent Requests
Persistent communication requests allow further optimization be-
yond what is possible classically. All required EPR pairs can be
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prepared before starting communication and, in particular, before
the data to be sent is available. Point-to-point or collective quan-
tum communication can then be performed with purely classical
communication. This allows for overlaying quantum communica-
tion with computation performed prior to the communication start,
which once more is impossible classically. Of course, this optimiza-
tion is possible only if sufficient qubits are available to store the
established EPR pairs and if there is sufficient time to establish all
EPR pairs before the communication is started.

5 THE SENDQ MODEL
Analogously to classical performance models such as the LogP
model [11], whose parameters characterize the performance of the
network interconnecting classical nodes, our SENDQ model cap-
tures the features of a distributed quantum computer that are most
essential to performance. We envision an architecture where multi-
ple nodes are interconnected with both a classical and a quantum-
coherent network, the latter of which may be used to send and
receive quantum information. In particular, the quantum-coherent
network is used to establish EPR pairs between two nodes.

We anticipate a relatively low logical clock speed for quantum
computers due to the overhead introduced by the quantum error
correction (QEC) protocol (cf. Section 3). As a consequence, we
do not expect that classical communication will have a significant
effect on performance and we thus choose to ignore classical com-
munication in our model.

To account for optimizations that overlay communication with
local computation, it is crucial to model the performance of both
local and nonlocal operations. Our proposed model thus consists of
two sets of parameters – one to model (coherent) communication,
and the other to model local computation.

In order to model the communication performance, we choose
the following parameters.
• 𝑆 : The number of qubits used to store EPR pairs (per node).
• 𝐸: (Upper bound on) the time it takes for a node to establish

an EPR pair with any other node. Any node can be involved
in at most one remote EPR pair creation at any point. We
assume latencies are negligible.

• 𝑁 : The number of nodes.
The local computation can bemodeled using an abstract quantum

circuit model that only considers width and depth of the circuit.
The parameters are thus
• 𝐷 : The delay incurred due to local computation
• 𝑄 : The number of logical qubits available for computation (per

node)

5.1 Discussion of parameters
We now briefly discuss the parameters that make up our perfor-
mance model for distributed quantum computing.

Parameter S. Our model of quantum communication includes
a parameter for local storage, namely the number of logical qubits
𝑆 dedicated to buffering of EPR pairs. This is different from classi-
cal performance models such as the LogP model [11], which does
not contain such parameters. This parameter is important because
performance models with unlimited local storage allow for a sim-
ple and unrealistic exploit. Namely, all required EPR pairs may be

shared and stored locally ahead of time. As a consequence, all quan-
tum communication could then be implemented in constant time
(ignoring the delay of classical communication), see Section 7.1 for
an in-depth explanation for the example of QMPI_Bcast.

Parameter E. 𝐸 specifies the upper bound on the time it takes to
establish a logical EPR pair with any other node, assuming exclusive
communication. A logical EPR pair may be established by sharing
many physical EPR pairs, followed by a distillation protocol. As we
ignore latency, 𝐸−1 can be seen as the EPR pair injection bandwidth
per node into the quantum network.

Parameter N. The number of quantum nodes in the distributed
quantum computer is denoted by 𝑁 .

Parameters D and Q. Our model also includes parameters to
model local compute as an integral part because logical qubits for
computation can also be used for storing EPR pairs when unused.
In general, only the total number of qubits 𝑄 + 𝑆 is constant on
each node. Depending on the algorithm, one may choose 𝑄 and 𝑆
to be fixed to a constant value in order to simplify the model even
further. The delay 𝐷 can be specified in more detail if desired. For
example, a common choice for a fault tolerant quantum computer
is to ignore the delays of all gates and measurements except for
the most costly rotation gates (arbitrary rotations and 𝑇 gates), as
discussed in Section 3. Note that we consider the number of logical
qubits per node 𝑄 equivalent to the number of compute elements,
i.e., the number of qubits onto which operations can be applied
in parallel. This is due to the fact that current schemes for fault
tolerance require full parallelism on all qubits in order to just store
information and this parallelism can be used to apply gates.

For the applications presented in this paper, we assume that
all parameters are constant throughout the execution of a given
quantum algorithm.

5.2 Possible Extensions
The objective of SENDQ is to be simple enough to allow reasoning
about a distributed quantum algorithm, while still capturing the
most relevant performance characteristics. This tradeoff naturally
introduces some limitations that may be addressed with extensions
to SENDQ.

First, making the parameters constant throughout the entire
execution of an algorithm disallows subroutine-specific tradeoffs
such as using some of the data qubits from the previous subroutine
as EPR pair storage. While this makes reasoning about the perfor-
mance of an algorithm more involved, the SENDQ parameters may
be assumed to be constant only while executing a given subrou-
tine, or they may be assumed to be completely variable, in order to
account for such optimizations.

Second, while the quantum communication parameter 𝐸 takes
into account the limited injection bandwidth per node, it is a single
parameter that aims to capture the performance characteristics of
the quantum-coherent network. This may be insufficient in cer-
tain cases, especially when connectivity among nodes is limited.
For example, in the extreme case of a linear chain of nodes with
nearest-neighbor connectivity, all nodes are involved in communi-
cation between the nodes at the two ends of the chain. To address
such scenarios, 𝐸𝑖 may be defined for each node 𝑖 or 𝐸𝑖 𝑗 may be
introduced to represent EPR pair generation time between two
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nodes 𝑖 and 𝑗 . While such an extension makes reasoning about
the performance more difficult, this is a viable option for use in a
performance simulator.

6 PROTOTYPE IMPLEMENTATION OF QMPI
We have implemented a QMPI prototype in C++ using MPI and
multi-threading leveraging the C++ standard library. While some
quantum programming frameworks such as qcor [40] are written
in C++, other quantum programming frameworks are embedded
into different programming languages such as Python [1, 51], or
they feature a stand-alone programing language [53], and hence
the QMPI interface will need to be ported to these languages.

Our prototype supports a variety of standard quantum gates and
the point-to-point as well as collective functions described in the
previous section. The current implementation only supports qubit
types, and no higher-level datatypes that may be constructed from
qubits.

At the core of the library is a full state simulator that allows users
to test and debug their distributed quantum algorithms. To ensure
that the state vector faithfully represents the quantum state of the
distributed quantum computer at any point throughout the com-
putation, all ranks forward quantum operations to rank 0, which
then applies the operation to the state vector. Qubit allocations,
deallocations, and measurements are handled similarly. Rank 0
runs a separate thread that waits to receive gate operations to exe-
cute. Consequently, all ranks (including rank 0) may be used in a
quantum computation.

The following example shows how to establish an EPR pair
between two QMPI ranks. The simulation output is as expected:
Both ranks observe the same value when measuring their share of
the EPR pair.

#include "qmpi.hpp"

#include <iostream >

using namespace QMPI;

int main() {

QMPI_Init(0, 0);

auto qubit = QMPI_Alloc_qmem (1); // allocate 1 qubit

int rank;

QMPI_Comm_rank(QMPI_COMM_WORLD , &rank);

int dest = rank == 0 ? 1 : 0;

// prepare EPR pair between rank and dest

int ret = QMPI_Prepare_EPR(qubit , dest , 0,

QMPI_COMM_WORLD);

if (ret != MPI_SUCCESS)

MPI_Abort(QMPI_COMM_WORLD , 0);

// measure the local qubit

bool res = Measure(qubit);

std::cout << rank << ": " << res << std::endl;

QMPI_Free_qmem(qubit , 1); // free 1 qubit

QMPI_Finalize ();

return 0;

}

In the next section, we describe more examples and we present
the corresponding implementation based on our QMPI prototype.
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Figure 4: Quantum circuit for establishing a cat state on
𝑛 = 4nodes in constant quantumdepth and classicalO(log𝑛)
depth. A reduction ofmeasurement outcomes is required for
computing the fixup operation for each node (see text).

7 APPLICATIONS
In this section, we show how quantum algorithms for applications
from physics and chemistry may be implemented in QMPI and how
the SENDQ model can be used to inform algorithmic decisions.

7.1 Optimizing Collectives
Collective operations allow hardware vendors to optimize these
operations by taking into account their hardware parameters. In this
section, we describe how to optimize QMPI_Bcast. In Section 7.3,
we show an example of how to optimize QMPI_Reduce for systems
with either one qubit per node dedicated to storing EPR paris (𝑆 = 1)
or systems with 𝑆 ≥ 2.

Optimizing QMPI_Bcast. This first example presents a simple
implementation of QMPI_Bcast in terms of QMPI_Send / Recv
and shows how it can be analyzed and optimized using SENDQ.
For simplicity, we assume that only one qubit is sent.

A log-depth implementation of broadcast can be achieved by
constructing a binary tree of calls to QMPI_Send / Recv: In the 𝑘-th
step (starting with 𝑘 = 0), 2𝑘 nodes send the broadcast message to 1
other node, thus doubling the number of nodes that have received
the message at every step. Since each node communicates with (at
most) one node at every step, only one EPR pair must be established
between each pair of nodes that communicates. As a result, 𝑆 = 1
is sufficient and the runtime of a broadcast is 𝐸 ⌈log2 𝑁 ⌉.

This implementation may be optimized by realizing that a cat
state, which is an 𝑛-qubit generalization of an EPR pair, that is,

|cat(𝑛)⟩ := 1
√
2
( |0 · · · 0︸︷︷︸

𝑛

⟩ + |1 · · · 1︸︷︷︸
𝑛

⟩),

can be prepared in constant depth [25]. In QMPI, |cat(𝑛)⟩ can be
prepared by first connecting all 𝑛 nodes with EPR pairs along the
edges of a spanning tree, and then combining the individual EPR
pairs using a parity-measurement of the different EPR pair qubits
on each node (no parity-measurement is performed on leaf nodes),
see Fig. 4 for a simplified diagram of this process. The measure-
ment outcomes are used to compute whether or not a given node
must apply a Pauli X correction. Specifically, each node 𝑘 applies
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𝑋𝑟1⊕···⊕𝑟𝑘−1 to the qubit that will be part of the cat state, where 𝑟𝑖
denotes the outcome of the (in-place) parity measurement on node
𝑖 , and

⊕𝑘−1
𝑖=1 𝑟𝑖 can be computed with a classical MPI_Exscan.

This procedure can be extended to an implementation of QMPI_B-
cast by also performing a parity measurement between the qubit
to broadcast and the one EPR pair qubit on the root node. This
implementation runs in quantum time

2𝐸 + 𝐷𝑀 + 𝐷𝐹 ,

where 𝐷𝑀 and 𝐷𝐹 denotes the time it takes to perform a local
two-qubit parity measurement and to apply an X gate (the fixup
operation), respectively. The classical QMPI_Exscan, which is used
to determine whether or not a local X gate correction is needed,
can be performed in O(log𝑁 ) classical communication steps [46].

7.2 Transverse-field Ising model
In this second example, we show how to simulate the time evolu-
tion of a transverse-field Ising model (TFIM) with 𝑛 spins, whose
Hamiltonian is given by

𝐻TFIM =
∑
⟨𝑖, 𝑗 ⟩

𝐽𝑖 𝑗𝜎
(𝑖)
𝑧 𝜎

( 𝑗)
𝑧 −

𝑛−1∑
𝑖=0

Γ𝑖𝜎
(𝑖)
𝑥 ,

where 𝜎 (𝑖)
𝑥 , 𝜎

(𝑖)
𝑧 denotes a Pauli X and Z, respectively, acting on

spin index 𝑖 < 𝑛, 𝐽𝑖 𝑗 denotes the coupling constant, and Γ𝑖 is the
(local) strength of the transverse field. The first sum runs over all
connected spins 𝑖, 𝑗 , which we denote by ⟨𝑖, 𝑗⟩.

Time evolution under this Hamiltonian can be used as a build-
ing block to solve optimization problems leveraging the adiabatic
theorem [7]: One first maps the optimization problem to a classical
Ising model (thus defining the connectivity and the parameters 𝐽𝑖 𝑗 ).
Then, starting with 𝐽𝑖 𝑗 = 0, Γ𝑖 = 1 and in the ground state of the
corresponding Hamiltonian (which is |+⟩⊗𝑛), one slowly changes
the parameters to Γ𝑖 = 0 and 𝐽𝑖 𝑗 equal to the computed values, aim-
ing to remain in the groundstate of all intermediate Hamiltonians.
Upon success, a final measurement of all qubits yields the solution
of the optimization problem.

In the following, we assume linear nearest-neighbor connectivity
for the spins and 𝐽𝑖 𝑗 = 𝐽 , Γ𝑖 = Γ for simplicity. The time evolution
operator for the Hamiltonian 𝐻 is given by 𝑈 (𝑡) = 𝑒−𝑖𝑡𝐻 , where
𝑡 is the time to evolve and 𝑖2 = −1. One possible approach to
implement a TFIM simulation on a quantum computer is to first
map each spin to a qubit. 𝑈 (𝑡) may then be implemented by first
decomposing it using a Trotter-Suzuki expansion. For example, a
first-order approximation is

𝑈 (𝑡) ≈
(
𝑒𝑖𝛿𝑡𝐻1𝑒𝑖𝛿𝑡𝐻2

) 𝑡
𝛿𝑡

,

for small 𝛿𝑡 and 𝐻1 := −𝐽 ∑⟨𝑖, 𝑗 ⟩ 𝜎
(𝑖)
𝑧 𝜎

( 𝑗)
𝑧 , 𝐻2 := Γ

∑
𝑖 𝜎

(𝑖)
𝑥 . The

individual terms in 𝐻1 commute, and so do the terms within 𝐻2.
Therefore,

𝑒−𝑖𝛿𝑡𝐻1 =
∏
⟨𝑖, 𝑗 ⟩

𝑒−𝑖𝛿𝑡 𝐽 𝜎
(𝑖 )
𝑧 𝜎

( 𝑗 )
𝑧 , and 𝑒−𝑖𝛿𝑡𝐻2 =

∏
𝑖

𝑒𝑖𝛿𝑡Γ𝜎
(𝑖 )
𝑥 .

Each term in the first product can be implemented by computing
the parity between spin 𝑖 and 𝑗 using a CNOT gate, followed by a

rotation gate 𝑅𝑧 (𝜃 ) = 𝑒−0.5𝑖𝜃𝜎𝑧 and another CNOT gate to uncom-
pute the parity. The terms in the second product are just rotation
gates 𝑅𝑥 (𝜃 ) = 𝑒−0.5𝑖𝜃𝜎𝑥 acting on qubit 𝑖 .

The complete code for the simulation can be found in the ap-
pendix, see Listing 1. While the prototype implementation uses
blocking send/receive calls, we note that one would use an asyn-
chronous version in practice: The EPR pairs could be established
while applying the local operations.

Analysis with SENDQ. Each Trotter step requires 𝑁 EPR pairs,
where 𝑁 denotes the number of nodes, and each node prepares an
EPR pair with the two nodes that contain adjacent spins. We assume
that rotation gates cannot be executed in parallel due to the cost
(in space) of 𝑇 -state factories. Since the delay of each rotation gate
𝐷𝑅 is much larger than the logical gate time, we ignore the cost of
CNOTs. As a result, the delay of one Trotter step is approximately

𝐷Trotter = 2
𝑛

𝑁
𝐷𝑅 = 2𝑄𝐷𝑅,

assuming that 𝑛 is divisible by 𝑁 .
To ensure that communication is not a bottleneck (assuming

asynchronous send/receive implementations), the time spent on
local gates should be at least as large as the time it takes to establish
two EPR pairs. For 𝑆 ≥ 2, this means that

𝐷Trotter ≥ 2𝐸.

In turn, this allows us to inform our choice of the number of
nodes 𝑁 if sufficient space is available per node to temporarily store
the two EPR pairs: 𝑁 should be chosen such that

𝐸−1𝑛𝐷𝑅 ≥ 𝑁 .

If, on the other hand, space per node is a limiting factor and 𝑆 = 1
while 𝑄 ≥ 2, then one may return to the 𝑆 ≥ 2 case by increasing
the number of nodes to 𝑁 ≥ ⌈ 𝑛

𝑄−1 ⌉.
We now address the case where increasing the number of nodes

is not an option. Specifically, we show that our model correctly
predicts an overhead for 𝑆 = 1 compared to 𝑆 ≥ 2 even with an
optimized communication schedule that allows for halting local
computations at any point, e.g., during execution of a local rotation
gate.With 𝑆 = 1, a request for EPR pair creation can only be initiated
once the buffer qubit has been cleared. As a result, there is an
additional delay𝐷𝑅 between EPR pair creation requests because the
rotation must be applied before the remote qubit can be unreceived.
The delay per Trotter step with an optimized schedule for initiating
EPR pair creation requests is thus

max (𝐷Trotter, 2𝐸 + 2𝐷𝑅) ,
in contrast to the 𝑆 ≥ 2 case, where the delay per Trotter step is
max (𝐷Trotter, 2𝐸).

This TFIM example shows that SENDQ can be used to model
various tradeoffs in the implementation of a distributed quantum
algorithm. Crucially, smaller 𝑆 results in longer runtimes, even if
the communication schedule is optimized.

7.3 Chemistry
Simulation of molecules is currently one of the most promising
applications to first show a quantum advantage for a practical prob-
lem compared to classical supercomputers. The goal is to determine
the energy eigenstates of molecules described by a Hamiltonian 𝐻 .
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This then allows, for example, to investigate and optimize chemical
catalysis [58].

For large molecules the best quantum algorithms to find ground
state energies are based on phase estimation of a unitary operator
which depends only on the Hamiltonian of the molecule 𝐻 . For a
given molecule, the full quantum circuit is known at circuit compi-
lation time, i.e., there are no branches in the program depending
to measurements during runtime which influence performance.
Hence, one can use expensive quantum circuit optimization tech-
niques to reduce the quantum resources and increase performance
ahead of time. We will highlight a few optimization possibilities for
a distributed quantum computer.

We consider the algorithm of expressing the Hamiltonian 𝐻

of a molecule of interest in second quantization, expressed in a
basis of 𝑛 spin-orbitals. This algorithm requires at least 𝑛 data
qubits which might be distributed onto different nodes. We perform
phase estimation on the time evolution operator of the system,
𝑒−𝑖𝑡𝐻 , which we implement using a Trotter-Suzuki expansion from
Section 7.2. The majority of the algorithm is only one primitive
operation, namely, a time evolution operator of the form:

𝑒
−𝑖𝑡𝑍𝑖1𝑍𝑖2 · · ·𝑍𝑖𝑘 , {𝑖1, . . . , 𝑖𝑘 } ⊆ {0, . . . , 𝑛 − 1}, 𝑡 ∈ R. (1)

The qubit indices and parameter 𝑡 involved in each of these opera-
tors depend on the molecule and on the choices of how to represent
its Hamiltonian.

Analysis with SENDQ. For a given molecule to be simulated,
there are several choices to be made when mapping the problem to
a quantum computer. In particular, different choices lead to differ-
ent Hamiltonians, even if they all describe the same molecule. For
example, the fermionic Hamiltonian needs to be transformed into
a Hamiltonian that acts on qubits. This can be achieved using the
Jordan-Wigner transformation [27, 43, 50], the Bravyi-Kitaev en-
coding [9], or by using more than 𝑛 data qubits [62]. For example, a
Jordan-Wigner transformation will result in operations as in Eq. (1),
which may act on all data qubits. In contrast, the operators resulting
from a Bravyi-Kitaev encoding only act on at most O(log𝑛) qubits,
which may lead to savings in a distributed setting, at least without
considering further optimizations to the Jordan-Wigner approach.
The mapping differences are illustrated in Fig. 5 for the example of
a hydrogen ring (data was generated using Refs. [34, 51, 52]).

Once the encoding has been fixed, the individual operators must
be implemented in terms of quantum gates. Here, we discuss the
tradeoffs of three different approaches to implementing operators
of the form given by Eq. (1). For simplicity, we assume that each of
the qubits involved is on a different node and that rotation gates
take much longer to execute than measurements and other (local)
quantum gates, allowing us to ignore the latter. Fig. 6 illustrates
the three approaches for an operator acting on 𝑘 = 4 qubits. Each
of these circuits consists of the same three subroutines: a parity
computation of all involved qubits into a target qubit, a single qubit
rotation 𝑅𝑧 (2𝑡) on that target qubit, and a final uncomputation of
the parity.

The circuit in Fig. 6(a) computes the parity in place using a
binary tree of distributed CNOT gates. Consequently, the full circuit
requires 2(𝑘 − 1) EPR pairs and has a runtime of

2𝐸 ⌈log2 𝑘⌉ + 𝐷𝑅,
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Figure 5: Mapping of the Hamiltonian representing a hydro-
gen ring with 32 atoms in the STO-3G basis set to a Hamil-
tonian acting on 64 qubits. The number of qubits involved
in each term of the form defined by Eq. (1) is plotted as a
histrogram for two different encoding methods.
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Figure 6: Three different methods to implement
𝑒−𝑖𝑡𝑍0𝑍1 · · ·𝑍𝑘−1 for 𝑘 = 4.

where 𝐷𝑅 is the delay to execute one rotation gate.
The circuit in Fig. 6(b) computes the parity into an auxiliary

qubit. The downside is that the distributed CNOT gates now must
be performed serially (unless more auxiliary qubits are available),
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Figure 7: Number of EPR pairs required for communication
to simulate one first-order Trotter step for a hydrogen ring
of 32 atoms in the STO-3G basis set as a function of the
number of nodes. We used either the Bravyi-Kitaev (BK) or
the Jordan-Wigner (JW) encoding, see also Fig. 5. One im-
plementation uses the in-place circuit of Fig. 6(a) which we
compare to the circuit in Fig. 6(c). The constant-depth cir-
cuit requires more local resources such as 𝑆 ≥ 2 and we addi-
tionally assumed that the rotation can be performed on an
auxiliary qubit on one of the nodes already storing one of
the involved orbitals. We did not consider advanced optimi-
sations and the spin-orbitals are fixed in our example to a
specific node for the full duration.

but the uncomputation can be performed using only classical com-
munication (see Fig. 1). As a result, only 𝑘 EPR pairs are required,
but the circuit delay is

𝐸𝑘 + 𝐷𝑅 .

The parity computation of both Fig. 6(a) and (b) can be expressed
as a reduction in QMPI, i.e., with a call to QMPI_Reduce.

In contrast to the first two circuits, Fig. 6(c) illustrates that a
constant-depth implementation is possible in quantum computing
using a parallel implementation of the multi-target CNOT. Specifi-
cally, this involves fanning out the control qubit using QMPI_Bcast
to each node, which requires 𝑘 EPR pairs to establish a cat state,
see Section 7.1, and, thus, 𝑆 ≥ 2 is needed [25, 28]. The delay of this
constant-depth implementation is

2𝐸 + 𝐷𝑅 .

As the full quantum circuit is known at circuit generation time,
a compiler may choose the optimal method for each term, given
the available resources at that point in the program. See Fig. 7
for an example of a straight forward implementation without any
advanced optimization applied to it.

8 CONCLUSIONS AND OUTLOOK
We introduce QMPI, an extension of MPI to distibuted quantum
computing. This enables the development of portable high-per-
formance distributed quantum programs. Complementary, we in-
troduce the machine-independent SENDQ performance model for

distributed quantum computing. The model is motivated by tech-
nological trends in building large-scale fault-tolerant quantum ma-
chines. These considerations allowed us to simplify the model by,
e.g., not modeling the overhead due to classical communication as
the clock cycle rate of logical quantum operations is expected to be
significantly lower. As a consequence, we end up with a deliberately
simple model with only a small set of general parameters.

The SENDQ model thus allows us to expose different tradeoffs
of distributed quantum algorithms in a machine-agnostic fashion
and without having to deal with unnecessary details. We illustrate
use cases from quantum chemistry and from condensed matter
physics. A common performance model makes distributed algo-
rithms comparable and thus encourages algorithm designers to
start thinking about qubit placement in a distributed setting, and
overlaying communication with local computation.

The high-level modeling of the quantum network without speci-
fying details allows hardware developers to explore implementation
choices such as different quantum network topologies, and to quan-
tify their impact in terms of the effect on the runtime of large-scale
quantum computing applications. As quantum hardware matures
and distributed quantum computers become available, our perfor-
mance model may be further refined to capture the performance of
the system more accurately.
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A EXAMPLE IMPLEMENTATIONS
A.1 Moving Qubits
Here, we give an example implementation of QMPI_Send_move
and QMPI_Recv_move in our QMPI prototype. The sender executes
QMPI_Send_move, which sends a qubit (with move semantics), and
the receiver calls the corresponding QMPI_Recv_move. Both of these
functions can be implemented using EPR-pair preparation and local
quantum operations as follows:

void QMPI_Send_move(QMPI_QUBIT_PTR qubit , int dest , int
tag , MPI_Comm comm) {

auto epr_qubit = QMPI_Alloc_qmem (1);

QMPI_Prepare_EPR(epr_qubit , dest , tag , comm);

CNOT(qubit , epr_qubit);

int r=0;

r = Measure(epr_qubit);

H(qubit);

r |= 2 * Measure(qubit);

QMPI_Free_qmem(epr_qubit , 1);

MPI_Send (&r, 1, MPI_INT , dest , tag , comm);

}

void QMPI_Recv_move(QMPI_QUBIT_PTR qubit , int src , int
tag , MPI_Comm comm) {

QMPI_Prepare_EPR(qubit , src , tag , comm);

int r;

MPI_Recv (&r, 1, MPI_INT , src , tag , comm ,

MPI_STATUS_IGNORE);

if (r&1)

X(qubit);

if (r&2)

Z(qubit);

}

We note that these functions may also be implemented by rely-
ing on QMPI_Send / Recv and their inverses: Once the value of a
qubit is shared between two nodes, it is no longer possible to distin-
guish sender from receiver. Therefore, the two involved nodes may
exchange roles when calling the inverses of QMPI_Send / Recv,
resulting in a slightly less efficient implementation of teleportation
(since measurement results are communicated using two one-bit
messages instead of one two-bit message).

A.2 Transverse-field Ising Model (TFIM).
As a second code example, we provide an implementation of time
evolution under a TFIM Hamiltonian below. Note that the code
also includes annealing from a fully transverse-field model to a
fully classical Ising model. We note that the code can be signifi-
cantly optimized by using asynchronous communication primitives.
However, we use blocking calls only to simplify the presentation.

#include "qmpi.hpp"

#include <iostream >

using namespace QMPI;

void tfim_time_evolution(double const& J, double const&
g, double const& time , QMPI_QUBIT_PTR qubits ,

unsigned num_spins , unsigned num_trotter) {

int rank , size;

QMPI_Comm_size(QMPI_COMM_WORLD , &size);

QMPI_Comm_rank(QMPI_COMM_WORLD , &rank);

auto dt = time/num_trotter;

for (unsigned step =0; step < num_trotter; ++step) {

for (unsigned site = 0; site < num_spins -1; ++site)

{

CNOT(qubits+site , qubits+site +1);

Rz(qubits+site+1, 2.0 * J * dt);

CNOT(qubits+site , qubits+site +1);

}

if (size == 1) { // single rank: no communication

required

CNOT(qubits+num_spins -1, qubits);

Rz(qubits , 2.0 * J * dt);

CNOT(qubits+num_spins -1, qubits);

}

else {

for (unsigned odd = 0; odd < 2; ++odd) {

if ((rank &1) == odd) {

QMPI_Send(qubits , (rank -1+ size)%size , 0,

QMPI_COMM_WORLD);

QMPI_Unsend(qubits , (rank -1+ size)%size , 0,

QMPI_COMM_WORLD);

}

else {

auto tmpqubit = QMPI_Alloc_qmem (1);

QMPI_Recv(tmpqubit , (rank +1)%size , 0,

QMPI_COMM_WORLD);

CNOT(qubits+num_spins -1, tmpqubit);

Rz(tmpqubit , 2.0 * J * dt);

CNOT(qubits+num_spins -1, tmpqubit);

QMPI_Unrecv(tmpqubit , (rank +1)%size , 0,

QMPI_COMM_WORLD);

QMPI_Free_qmem(tmpqubit , 1);

}

}

}

for (unsigned site = 0; site < num_spins; ++site)

Rx(qubits+site , -2.0*g*dt);

}

}

int main() {

QMPI_Init(0, 0);

int rank , size;

QMPI_Comm_size(QMPI_COMM_WORLD , &size);

QMPI_Comm_rank(QMPI_COMM_WORLD , &rank);

// Number of spins per node:

unsigned num_local_spins = 2;

// Number of annealing steps:

double num_annealing_steps = 100;

// Trotter number
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unsigned num_trotter = 1;

double time = 1; // time to evolve per annealing step

// Parameters of transverse -field Ising model

double J = 0.; // coupling strength

double g = 1.; // transverse field

// allocate spins:

auto qubits = QMPI_Alloc_qmem(num_local_spins);

// init to ground state

for (unsigned i = 0; i < num_local_spins; ++i)

H(qubits+i);

// run annealing schedule

for (unsigned step = 0; step < num_annealing_steps;

++step) {

J = step * 1.0/ num_annealing_steps;

g = 1.0-J;

tfim_time_evolution(J, g, time , qubits ,

num_local_spins , num_trotter);

}

// Measure

std::vector <int > res(num_local_spins);

for (unsigned i = 0; i < num_local_spins; ++i)

res[i] = Measure(qubits+i);

QMPI_Free_qmem(qubits , num_local_spins);

// Gather all (classical) results and output

std::vector <int > allres(num_local_spins*size);

MPI_Gather (&res[0], num_local_spins , MPI_INT , &allres

[0], num_local_spins , MPI_INT , 0, QMPI_COMM_WORLD)

;

if (rank == 0) {

std::cout << "Measurements: ";

for (auto r : allres)

std::cout << r << " ";

std::cout << std::endl;

}

QMPI_Finalize ();

return 0;

}

Listing 1: QMPI code for TFIM time evolution and annealing.



Appendix: Artifact Description/Artifact Evaluation

SUMMARY OF THE EXPERIMENTS REPORTED
Our paper presents a performance model for distributed quantum
computing called SENDQ and a specification of quantum MPI, an
extension of MPI that enables communication of quantum data. In
order to ensure that our proposed QMPI specification is consistent,
we implemented a prototype of the proposed point-to-point and col-
lective functions based on MPI that forwards all quantum-specific
calls (i.e., generation of EPR pairs and quantum gates / measure-
ments) to a quantum circuit simulator (similar to [1]) running as a
separate thread of the root MPI process. We are unable to provide
the code for the QMPI prototype at this time because we are still
awaiting company-internal approval for this software disclosure.
However, the manuscript does not contain any data that were ob-
tained from this prototype (it was only used to check the QMPI
specification).

All data in our manuscript were obtained directly from the pre-
sented SENDQ model with the exception of the chemistry example,
for which we used OpenFermion and its PySCF plugin, as described
in the manuscript. Specifically, the steps are as follows:

1) use OpenFermion [2] and its PySCF plugin [3] with PySCF [4]
to generate Hamiltonian

from openfermion.chem import MolecularData,
make_atomic_ring

from openfermionpyscf import run_pyscf
hydrogen_ring32 = make_atomic_ring(n_atoms=32,

spacing=1.2, basis=’sto-3g’, atom_type=’H’, charge=0, file-
name=’hydrogen_ring_32’)

run_pyscf(hydrogen_ring32, run_scf=1)
2) load the Hamiltonian into OpenFermion and transform it using

a Bravyi-Kitaev or Jordan-Wigner encoding
from openfermion.chem import MolecularData
from openfermion.transforms import get_fermion_operator,

bravyi_kitaev, jordan_wigner
molecule = MolecularData(filename="hydrogen_ring_32.hdf5")
fermion_hamiltonian = get_fermion_operator(molecule.get_molecular_hamiltonian())
jordan_wigner_hamiltonian = jor-

dan_wigner(fermion_hamiltonian)
bravyi_kitaev_hamiltonian = bravyi_kitaev(fermion_hamiltonian)
3) jordan_wigner_hamiltonian and bravyi_kitaev_hamiltonian

are now Hamiltonians expressed as sums of multi-qubit Pauli oper-
ators. A histogram of the number of qubits in each term is in Fig.
5

4) Fig. 6 shows the cost to implement one first order Trotter step
of the Hamiltonian. The resources per term are given in the text
and in Fig. 6.
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