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The multilevel summation method for calculating electrostatic interactions in molecular dynamics
simulations constructs an approximation to a pairwise interaction kernel and its gradient, which
can be evaluated at a cost that scales linearly with the number of atoms. The method smoothly
splits the kernel into a sum of partial kernels of increasing range and decreasing variability with
the longer-range parts interpolated from grids of increasing coarseness. Multilevel summation is
especially appropriate in the context of dynamics and minimization, because it can produce contin-
uous gradients. This article explores the use of B-splines to increase the accuracy of the multilevel
summation method (for nonperiodic boundaries) without incurring additional computation other
than a preprocessing step (whose cost also scales linearly). To obtain accurate results efficiently
involves technical difficulties, which are overcome by a novel preprocessing algorithm. Numerical
experiments demonstrate that the resulting method offers substantial improvements in accuracy
and that its performance is competitive with an implementation of the fast multipole method in
general and markedly better for Hamiltonian formulations of molecular dynamics. The improvement
is great enough to establish multilevel summation as a serious contender for calculating pairwise
interactions in molecular dynamics simulations. In particular, the method appears to be uniquely
capable for molecular dynamics in two situations, nonperiodic boundary conditions and massively
parallel computation, where the fast Fourier transform employed in the particle–mesh Ewald method
falls short. C 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4943868]

I. INTRODUCTION

The calculation of pairwise interactions among a large
set of particles is vital to many simulations of physical
phenomena. This calculation is done either directly or using
fast methods. For doing fast N-body calculations, there are
two common approaches: The first is to use hierarchical
clustering methods (HCMs) such as the fast multipole method
(FMM) and tree methods. The second, especially for periodic
boundaries, is to use methods based on the fast Fourier
transform (FFT), such as the (smooth) particle–mesh Ewald
(PME)1 and particle–particle particle–mesh (P3M)2 methods.
However, many of these computations can be done more
quickly using a relatively obscure algorithm known as the
multilevel summation method (MSM).3 The MSM is a
simple, yet flexible, linear time algorithm based on multiscale
piecewise polynomial interpolation of the interaction kernel
and well suited for modern computer architectures, due to
its use of moderately large grid stencils. Indeed, multilevel
summation might be expected to outperform other methods
for important classes of problems and to be a formidable

a)Author to whom correspondence should be addressed. Electronic mail:
dhardy@illinois.edu

competitor in other situations. In particular, the method
appears to be uniquely capable for molecular dynamics in
two situations, nonperiodic systems and massively parallel
computation, where the FFT falls short.4

The calculation of pairwise interactions and the solution
of elliptic partial equations are the time-limiting steps of
applications that consume vast amounts of CPU cycles.
Molecular dynamics (MD), in particular, can require months of
computer time; hence, the extraordinary efforts to maximize
performance, such as Desmond,5 OpenMM,6 NAMD,7 and
GROMACS.8 The work presented here is motivated by
problems in computational molecular biophysics. Of course,
there are many other applications, including atomic level and
coarser-grained simulation of all types of materials, particle
methods for fluid dynamics, astrophysics, the Coulomb
term in Hartree-Fock and density functional theory, integral
transforms, and partial differential equations having explicit
solutions involving integrals.9

Though the MSM will benefit many applications, it
is uniquely qualified for molecular simulations involving
nonperiodic boundary conditions, including solvent boundary
potentials10,11 and the modeling of implicit (i.e., continuum)
solvent.

The multilevel summation method was introduced for
integral transforms in 1990.3 It was later applied to

0021-9606/2016/144(11)/114112/16/$30.00 144, 114112-1 © 2016 AIP Publishing LLC
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particle monopoles and dipoles in 2D,12 C1 kernels for
particles in 3D,13 eigenvalues,14 generalized Born potentials,15

interseismic stress interactions,16 Madelung constants of ionic
crystals,17 and dispersion interactions.18 The MSM has been
shown to have good parallel scalability compared to PME,19

it is an option in the molecular simulators NAMD4 and
LAMMPS,20 and it has been used for a GPU implementation
of the electrostatic potential calculation21 in the molecular
visualization and analysis program VMD.22 One study21

produces a speedup of 26.4, over the use of a CPU
alone, for calculating a map of the electrostatic potential
of a 1.5 × 106 atom system. A recent article23 examines
various implementation issues, including error estimation.
This article as well as Ref. 4 involving the use of MSM in
NAMD and the thesis (Ref. 24, Section 6.2) demonstrates
that the MSM handles in a straightforward manner periodic
boundary conditions in 1, 2, or 3 coordinates, including
general parallelepipeds.

A concern of previous studies4,13,23 of the multilevel
summation method is its accuracy as a function of
computational effort. The principal contribution of the present
article is to address this shortcoming, by showing how to
implement B-splines for nonperiodic boundaries and how their
use makes the multilevel summation method an exceptionally
efficient algorithm for MD. B-spline approximation has proved
effective for the popular algorithm (S)PME1 for Coulomb
interactions with periodic boundary conditions. However,
for nonperiodic boundary conditions, there is currently no
satisfactory algorithm. B-splines have several advantages over
the C1 piecewise polynomials used previously: In addition to
higher regularity, B-splines provide one order of accuracy
higher for the same work and provide nested function
spaces for nested grids, making prolongation operations
exact. As a consequence of the nesting property, reduced
grid extensions are possible. The disadvantage of a B-
spline is that it is nonzero at several grid points, which
necessitates a preprocessing step to determine coefficients.
B-spline coefficients for an interpolant of a given function can
be obtained by convolving point values of that function with
a special sequence that is derived from the B-spline itself.25

Given in the present article is a complete algorithm, which
takes care of three difficulties. The first two are (i) generating
the special sequence automatically and (ii) reducing the
interpolation in 6 variables of the kernel to interpolation
in 3 variables. The third is reducing the preprocessing time,
for those situations where this matters and doing so with
minimal loss of accuracy. This is accomplished by quasi-
interpolation, which maintains the desired order of accuracy
at the expense of collocation (exactly matching values of
the given function). Presented here is a novel algorithm that
provides a stable way to do quasi-interpolation with arbitrarily
small collocation error. Numerical experiments indicate that
the proposed MSM implementation is competitive with a
modern C implementation of the FMM,26 and it is several
times faster if the fast multipole parameters are chosen
to avoid energy drift (which is consistent with previous
results13). A secondary contribution of this article is some
insight into the basic structure of the MSM and other N-body
methods.

A. Specification of task

Considered here are Coulomb interactions in 3 dimen-
sions. Let ri denote the position of particle i, and let qi
be its partial charge. The task is to compute sums of the
form

U(r1,r2, . . . ,rN) = 1
2

N
i=1

N
j=1

j<χ(i)

qiqjk(ri,r j),

k(r,r′) = 1
|r − r′|

(1)

as well as derivatives of such sums. Here χ(i) consists of
the indices of those particles that are excluded: j = i and in
the case of molecular dynamics simulations also values of
j corresponding to atoms covalently bonded to atom i or to
another atom that is covalently bonded to atom i. Generally,
there is also a constant prefactor, which is omitted here.
Kernels other than k(r,r′) = |r − r′|−1 are possible, as are
extensions to dipoles, etc. It is computationally advantageous
to have k(r,r′) = κ(r − r′). (For multilevel summation, it
substantially reduces memory requirements.)

B. Basics of multilevel summation methods

The idea of the multilevel summation method is to create
a multilevel separable approximation of the form

k(r,r′) ≈ k0(r,r′) + k̃1+(r,r′),

k̃1+(r,r′) =
L
l=1


m


n
ϕlm(r)K l

m,nϕ
l
n(r′).

(2)

The superscripts l index nested grid levels and the subscripts
m, n index grid points. The finest grid has a grid size h chosen
so that it has O(N) grid points. The first term k0(r,r′) is a
direct calculation with a cutoff a that is a small multiple of
h. The basis functions ϕlm(r) have local support. In particular,
for any value of r, there are at most p3 values of m for which
ϕlm(r) is nonzero, where p − 1 is the degree of the piecewise
polynomial. Also, for any level l < L and any m, there are
only about 4

3π(2a/h)3 values of n for which K l
m,n is nonzero,

e.g., 3239 if a/h = 4.6.
The utility of approximation (2) is realized when applied

to sum (1) with a large number of particles N . If the distribution
of particles is roughly uniform, as it is for condensed matter,
then the cost of the direct calculation using k0 is O(N). The
calculation for grid level l can be done as follows:

m


n
K l

m,nql
mql

n,

where

ql
m =


i

qiϕlm(ri). (3)

The number of nonzeros in ϕ1
m(ri) for each i is p3, yielding

an operation count of O(N) for q1. The two-scale relation for
B-splines enables a nested calculation of the ql

m, l > 1. It has
the form
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ql
m =


n
(Il

l−1)m,nql−1
n , (4)

where the sum over n has (p + 1)3 nonzero terms. There are
O(81−lN) elements in ql, so the operation count for all levels
l is O(N). The sum over m in Eq. (3) has O(81−lN) terms,
and the sum over n has about 4

3π(2a/h)3 terms—for levels
l < L. If L is chosen so that the coarsest grid has about N1/2

points, the double sum for l = L will have about N terms.
The total operation count is thus O(N). If forces are to be
computed, the symmetry of the energy expression cannot be
exploited and the computation is not quite as straightforward;
see Section III A. Also discussed there is the treatment of
excluded interactions.

C. Outline

Sections II A–II E consider approximation issues. The
multilevel approximation, Eq. (2), is based on a splitting of the
kernel k(r,r′). Section II A shows that the splitting proposed in
Ref. 13 is optimal in a certain theoretical sense. Construction
of the B-spline coefficients K l

m,n is the topic of Sections II B
and II C. Section II D presents theoretical results on the
accuracy of B-spline interpolation, as well as an experimental
comparison of the accuracy of B-splines to that of C1 piecewise
polynomials. Section II E shows how the two-scale relation for
B-splines can be used to nest interpolation operations for the
different levels, which does not hold exactly for C1 piecewise
polynomials.

Sections III A and III B consider algorithmic issues.
Section III A gives the structure of the algorithm. Section III B
compares the performance of an MSM implementation to that
of an FMM.

Section IV A presents a detailed comparison between
multilevel summation and alternative methods.

D. Conclusion

The multilevel summation method has two components
(a softener for the interaction kernel and an interpolation
scheme) and three parameters (grid size, ratio of cutoff to
grid size, and order of interpolation). It combines the best
features of HCMs and FFT-based 2-level methods, making
it a strong candidate as the method of choice for molecular
biophysics and structural biology. It shares with hierarchical
clustering methods a geometry-based hierarchical structure
resulting in calculations that are more parallelizable and have
an essentially O(N) operation count. It shares with FFT-
based kernel-splitting methods their relative simplicity and
the property of computing an interaction kernel having any
degree of continuity. The use of B-splines reduces the error
of multilevel summation by an order of magnitude compared
to previously used C1 interpolants. Coupled with innovative
quasi-interpolation techniques, this significantly improves the
performance of multilevel summation, as shown by numerical
experiments and a partial error analysis. The availability
of a fast method for nonperiodic boundaries encourages
the development and use of models that do not require
periodicity.

II. THEORY

A. Splitting the kernel

Multilevel summation is based on separation of length
scales and interpolation from grids for all but the shortest
length scale. The separation of scales is effected by splitting
the kernel into a sum of partial kernels of increasing range
and increasing length scale. In particular, an (L + 1)-level
summation method uses

k(r,r′) = k0(r,r′) + k1(r,r′) + · · · + kL(r,r′), (5)

where the short-range part k0 is calculated directly, and the
other parts are interpolated as functions of r, r′ from pairs
of identical 3-dimensional grids of increasing coarseness. In
this way, the problem is reduced to calculating interactions
between nearby particles at level 0 and between nearby grid
points at higher levels. Typically, the terms of the split kernel
would have ranges a, 2a, . . . , 2La, +∞, respectively, where a
is a cutoff parameter. Because the range and the grid size are
both doubling at each level, the number of interactions per grid
point is the same at each level. For a kernel depending only
on distance, k(r,r′) = g(|r − r′|), one can define a splitting

g(r) = g0(r) + g1(r) + · · · + gL(r), (6)

as illustrated in Figure 1, and define kl(r,r′) = gl(|r − r′|).
This approach to scale separation is proposed in Ref. 27;
the original approach3 is to use a single smoothed kernel
and perform scale separation on the (approximate) discretized
smoothed kernel.

The splitting of the 1/r kernel for the MSM is defined
by a cutoff distance a and a dimensionless softening function
γ(ρ), defined to be 1/ρ for ρ ≥ 1 and to have bounded higher
derivatives for ρ ≤ 1. Specific formulas for γ are derived
below. Multilevel splitting is neatly expressed as

1
ρ
= γ0(ρ) + 1

2
γ1(1

2
ρ) + · · · + 1

2L
γL( 1

2L
ρ),

where

γ0(ρ) = (1/ρ) − γ(ρ), γl(ρ) = 2γ(2ρ) − γ(ρ),
l = 1,2, . . . ,L − 1, γL(ρ) = 2γ(2ρ).

FIG. 1. A sextic even-powers splitting of the 1/r kernel as a sum g (r )
= g0(r )+g1(r )+g2(r ).
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From this, define

gl(r) = 1
al
γl( r

al
), l = 0,1, . . . ,L,

where al = 2la. Kernels γl(ρ), 0 ≤ l ≤ L − 1 cut off at ρ = 1,
and accordingly, the first L kernels k0, k1, . . . , kL−1 are zero
beyond cutoff distances a,2a, . . . ,2La, respectively, but kL

retains the infinitely long tail of 1/r for r ≥ 2La. Because
the kernels k1, k2, . . . , kL lack the singularity at zero and
have higher derivatives of decreasing magnitude, they can
be well approximated on grids of spacing h,2h, . . . ,2L−1h,
respectively, for an appropriate choice of h.

The accuracy of interpolants of order p is known to
be dependent on the magnitude of the pth derivative of the
function being interpolated. In particular (Ref. 24, Sec. 3.1.2),
what matters for accuracy of the interpolant and its gradient is

Mp = ∥(∂p/∂up)ζ ∥∞
and

M ′p = ∥(∂/∂v)(∂p−1/∂up−1)ζ ∥∞,
where

ζ(u, v,w) = γ(√u2 + v2 + w2).
This requires ζ to be Cp−1. Assuming p is even, it can
be shown that Cp−1 continuity implies that (dk/dρk)γ(1)
= (−1)kk!, k = 0,1, . . . ,p − 1, and, by expanding γ(|u|) in
a Maclaurin series for each of u ≤ 0 and u ≥ 0, that
(dk/dρk)γ(0) = 0, k = 1,3, . . . ,p − 1. As a heuristic, minimize 1

0 ((dp/dρp)γ(ρ))2dρ for the function γ(ρ). Applying the
calculus of variations and integrating by parts yields additional
conditions

(dk/dρk)γ(0) = 0, k = p + 1,p + 3, . . . ,2p − 1

and

(d2p/dρ2p)γ(ρ) ≡ 0.

The result is a softener defined in terms of even powers.
The even-powered softening functions are obtained for

ρ ≤ 1 by the Taylor expansion of ρ−1 = s−1/2 about s = 1,

s−1/2 = 1 − 1
2
(s − 1) + 3

8
(s − 1)2 − 5

16
(s − 1)3 + · · ·.

Truncate this expansion so that s−1/2 = τp(s) + O((s − 1)p)
where τp(s) is a polynomial of degree p − 1. Hence,
∆(s) = s−1/2 − τp(s) and its first p − 1 derivatives vanish at
s = 1, as do those of ∆(ρ2) = ρ−1 − τp(ρ2). Therefore, the
even-powered softening functions defined by

γp(ρ) =



τp(ρ2), for 0 ≤ ρ ≤ 1,
1/ρ, for ρ ≥ 1

satisfy all the conditions given above. This construction is
equivalent to that of Ref. 27, Eq. (13).

B. Spline interpolation

Let f (x) be a bounded function defined for all real x,
and consider the problem of interpolating it using splines with
knots from a uniform grid xm = mh, m = 0,±1,±2, . . .. For

basis functions, consider the use of B-splines of fixed degree
p − 1 where p is even, which are advantageous due to the
minimal number of grid cells on which they are nonzero.

1. B-splines

Construction of a B-spline can be done by means of a
recurrence (Ref. 1, Eq. (4.1) and Ref. 28, Thm. 4.3(viii)). Let
Q1 be the indicator function for the half-open interval [0,1[.
The recurrence defining the B-spline Qk of degree k − 1 is

Qk(u) = u
k − 1

Qk−1(u) + k − u
k − 1

Qk−1(u − 1). (7)

For interpolation, use the centered B-spline Φ(u)
= Qp(u + p/2) of degree p − 1 as an unscaled basis function.
It has local support [−p/2,p/2] consisting of just p grid cells
along the u axis.

A Taylor expansion for each piece of the B-spline Φ(u)
can be precomputed using the recurrence in Eq. (7) and the
relation (Ref. 1, Eq. (4.2) and Ref. 28, Thm. 4.3(vii))

(d/du)Qk(u) = Qk−1(u) −Qk−1(u − 1).

2. Interpolation in one dimension

By design, the interpolant of f (x) has the form

f̃ (x) =

n

f̂nϕn(x),

where ϕn(x) = Φ(x/h − n). For any particular value of x, only
p terms of the sum are nonzero. The coefficients f̂n are chosen
so that f̃ (xm) = f (xm) at all grid points xm.

The problem of determining the interpolant f̃ (x) reduces
to that of finding the interpolant Ψ(u) that satisfies

Ψ(u) =



1, u = 0,
0, u = ±1,±2, . . . .

sometimes called a “fundamental” spline. Assuming there is
a solution

Ψ(u) =

m

ωmΦ(u − m), (8)

the interpolant of f (x) is given by

f̃ (x) =

n

f (nh)Ψ(x/h − n) =

m

f̂mΦ(x/h − m),

where

f̂m =

n

ωm−n f (nh). (9)

It is shown in Schoenberg25 (p. 37) and Chui28 (p. 110)
that there exists unique coefficients ωm in Eq. (8) if Ψ(u) is
required to be bounded. In the limit as the degree p → ∞,Ψ(u)
becomes the sinc function sin πu/(πu). Shown in Figure 2 are
plots of the cubic, quintic, and septic fundamental splines and
the sinc function.

Placing this into context, the evaluation of the interpolant
requires computation at three levels:

1. Prepreprocessing: compute universal values ωm; compute
Taylor expansions for the p pieces of Φ(u) using
recurrences.
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FIG. 2. The cubic, quintic, and septic fundamental splines and the sinc
function.

2. Preprocessing: compute coefficients f̂m.
3. Processing: calculate values f̃ (x) (and derivatives) using

Horner’s rule.

To obtain formulas for prepreprocessing, it is convenient
to work with discrete operators that act on sequences. With
f̂ denoting the sequence with terms f̂n and f h denoting that
with terms f hn = f (nh), one can write

f h = B f̂ ,

where

B =
(p/2)−1
n=1−p/2

Φ(−n)En

and E is the forward shift operator (E f̂ )n = f̂n+1. Therefore,
it follows from f̂ = B−1 f h and Eq. (9) that

B−1 =

n

ωnE−n. (10)

Appendix A provides an algorithm for computing the
coefficients ωn.

3. Interpolation for convolution kernels
in one dimension

Consider the interpolation of F(x, x ′) = f (x − x ′) from
values on a 2-dimensional grid with spacing h using basis
functions ϕm(x)ϕn(x ′)

F̃(x, x ′) =

m


n

F̂mnϕm(x)ϕn(x ′).

With F̂ denoting the sequence with terms F̂mn and Fh denoting
that with terms Fh

mn = F(mh,nh), one can write

Fh = B1B2F̂,

where B1 operates on the first index and B2 on the second.
Let f h denote the 1-dimensional sequence with f h

k
= f (kh).

To relate Fh to f h, write

Fh = T f h,

where T is the operator mapping a 1-dimensional sequence g
to a 2-dimensional sequence T g defined by (T g)mn = gm−n.

TABLE I. Tabulation of ω′m for p−1 vs. m, m = 0,1, . . .,12 with µ =∞.

m Cubic Quintic Septic Nonic Undecic

0 3.464 12.379 51.971 241.384 1190.122
1 −1.732 −9.377 −45.671 −225.114 −1140.060
2 0.679 5.809 34.575 189.064 1014.420
3 −0.240 −3.266 −24.022 −147.928 −853.182
4 0.080 1.735 15.825 110.306 688.291
5 −0.026 −0.889 −10.061 −79.525 −538.377
6 0.008 0.444 6.237 55.945 411.423
7 −0.002 −0.217 −3.794 −38.635 −308.820
8 0.001 0.105 2.275 26.301 228.557
9 0.000 −0.050 −1.348 −17.700 −167.246
10 0.000 0.024 0.792 11.801 121.250
11 0.000 −0.011 −0.461 −7.807 −87.226
12 0.000 0.005 0.267 5.131 62.340

It is straightforward to show

B1T g = T Bg, and B2T g = T Bg,

where the second equality uses the relation Φ(−m) = Φ(m).
Therefore, F̂ = B−1

2 B
−1
1 Fh = B−1

2 B
−1
1 T f h = B−1

2 T B
−1 f h

= T B−2 f h, and the B-spline interpolant of F(x, x ′)
= f (x − x ′) is given by

F̃(x, x ′) =

m


n

(B−2 f h)m−nϕm(x)ϕn(x ′). (11)

Coefficients ω′m in the expansion

B−2 =

n

ω′nE−n

are given in Table I.

4. Quasi-interpolation

In practice, an expansion of B−2 in negative and positive
powers of E must be truncated at some point. Due to
slow convergence, it is not always possible to amortize the
preprocessing cost of obtaining adequate accuracy. Following
the suggestion of Chui28 (Section 4.5) the truncation is done
in such a way that the property of being exact for polynomials
of degree p − 1 is preserved, thus maintaining pth order
accuracy. At the same time, it is desirable to have control on
the approximation error at the grid points. The expansion of
Chui28 (Eq. (4.5.14)) cannot be used, because the norm of the
operator is not bounded uniformly with respect to the number
of terms.

To overcome this limitation, one proceeds as follows: The
central difference operator δ satisfies δ2 = E − 2 + E−1, and it
is not hard to see, using the B-spline symmetry,

B = Φ(0) +
(p/2)−1
m=1

Φ(m)(Em + E−m),

that B can be expressed as a polynomial of degree (p/2) − 1
in δ2

B = Bp/2(δ2).
A formula for the coefficients of Bp/2 is derived in Appendix B
from a formula in Ref. 25. As a consequence of the formulation
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in central differences, B−2 can be expressed as

B−2 = 1 + b1δ
2 + · · · + b(p/2)−1δ

p−2 + δp

m

cmEm, (12)

where c−m = cm. For example,

B−2 =




1 − 1
3
δ2 + O(δ4), p = 4,

1 − 1
2
δ2 +

41
240

δ4 + O(δ6), p = 6.

The truncation of B−2 given by

A = 1 + b1δ
2 + · · · + b(p/2)−1δ

p−2 + δp
µ

m=−µ
cmEm

is exact for polynomials of degree ≤p − 1 and has an
interpolation accuracy at grid points that is determined by
the adjustable parameter µ. For quasi-interpolation, Eq. (11)
becomes

F̃(x, x ′) =

m


n

(A f h)m−nϕm(x)ϕn(x ′). (13)

For implementation, one expresses this using A
=

µ+p/2
m=−µ−p/2ω

′
µ,mEm. Note that ω′µ,m = ω

′
m for |m|

≤ µ − p/2. Details on computing coefficients for A are
provided in Appendix C.

Note that (S)PME1 does not perform exact interpolation;
rather, it interpolates after applying a low-pass filter
(i.e., truncating a Fourier series).

5. Quasi-interpolation for convolution kernels
in three dimensions

Interpolation from values on a 3-dimensional grid with
spacing h can be represented as a linear combination
of basis functions ϕm(r) = ϕmx(rx)ϕmy(ry)ϕmz(rz), where m
indexes the points of the grid. Let F̃(r,r′) be a spline
(quasi-)interpolant of the kernel F(r,r′) = f (r − r′) at points
(r,r′) = (hm,hn) for all integer vectors m, n. Extending
Eq. (13) to 3 dimensions gives

F̃(r,r′) =


m


n
(AxAyAz f h)m−nϕm(r)ϕn(r′), (14)

where ( f h)k = f (hk).

C. Kernel approximations

Consider now the construction of the approximation given
in Eq. (2). This employs nested grids indexed from 1 through L
with the lth grid having grid size hl = 2l−1h and basis functions
ϕlm(r) = ϕlmx(rx)ϕlmy(ry)ϕlmz(rz) where ϕln(x) = Φ(x/hl − n).
In this section, the grids are taken to be of infinite extent;
Section III A determines actual finite limits.

Let k̃l(r,r′) be a spline (quasi-)interpolant of the kernel
kl(r,r′) = κl(r − r′) = gl(|r − r′|) at points (r,r′) = (hlm,hln)
for all integer vectors m, n. Applying Eq. (14) gives

k̃l(r,r′) =


m


n

k̂ l
m,nϕ

l
m(r)ϕln(r′), (15)

where

k̂ l
m,n = (AxAyAzκ

l)m−n and κlk = κl(hlk).

Note that

κlk = κl(hlk) = gl(|hlk|) = 1
al
γl( hl

al
|k|)

=
2−l

a
γl( h

2a
|k|) = 2−l

a
γlk,

where

γlk = γl(
h

2a
|k|). (16)

Hence,

k̂ l
m,n =

2−l

a
K l

m−n,

where

K l = AxAyAzγ
l . (17)

This enables one to write Eq. (15) as

k̃l(r,r′) =


m


n

2−l

a
K l

m−nϕ
l
m(r)ϕln(r′). (18)

If the spline degree p − 1 exceeds 1, the spline
interpolants k̃l(r,r′), l = 1,2, . . . ,L − 1, have (generally)
nonzero coefficients K l

m−n for the entire domain even though
the range of kl is limited. Nonzero values of k̃l(r,r′)
beyond the range are purely interpolation error. So, for
example, one might include only those basis functions
ϕlm(r)ϕln(r′) whose support intersects that of the (finite-
range) kernel kl(r,r′). Because the kernel has spherical
support and the basis functions have cubic support, it can
be shown that the multi-index difference m − n would be
included only if hlm − hln = rc + rs for some |rc|∞ < ph
and |rs| < al, where | · |∞ denotes the maximum norm for
vectors. Then the difference hlm − hln would lie in a
region that is cubic but with rounded edges and corners.
However, including all these terms would not only be a bit
complicated but also costly (compared to C1 interpolation).
Moreover, the more distant pairs of basis functions make
very small contributions. As a compromise, in Eq. (18),
we use only those K l

m−n for which |hlm − hln|∞ < al.
The resulting cubic stencil is still more costly than
the spherical stencil used by C1 interpolation. However,
timings for the large water sphere of Section II D 2
show only a small increase in setup time for a cubic rather
than a spherical stencil and no increase in the time to do an
energy/force calculation. With this choice, the approximation
becomes

kl(r,r′) ≈


m


n
ϕlm(r)K l

m,nϕ
l
n(r′), (19)

where

K l
m,n =




(2−l/a)K l
m−n, l = L or |m − n|∞ < 2α,

0, otherwise,
(20)

where

α = a/h.

In conclusion, one approximates kl(r,r′) as given
by Eq. (19) and substitutes into Eq. (5) to obtain the
approximation to k(r,r′) given by Eq. (2).
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1. Preprocessing

The grid stencils K l
k can be precomputed using Eqs. (17)

and (16). For l < L, as indicated in Eq. (20), values of K l
k

are needed only for |k|∞ < 2α, and values of γlk are nonzero
only for |k| < 2α. Hence, to compute these K l

k, values of ω′k
are needed only for |k|∞ < 4α, so using µ ≥ 4α + p/2 suffices
for exact interpolation. Moreover, for levels l < L, γlk and
therefore K l

k are independent of l.
For level L, the range of k depends on the range of

the particles. Assume there is a region Ω, e.g., a rectangular
box or an ellipsoid, known to contain all particles for every
evaluation of the energy and forces. With such a bound, values
of KL

m−n are needed only for m,n ∈ ML where

Ml = {m : ϕlm(r) , 0 for some r ∈ Ω}. (21)

Experimental evidence (not shown) suggests using µ ≥ 3p/2
for computing KL

k .
The values of the stencils K l

k are invariant under
permutations of the multi-index k and under reflections in
the direction of each of the 3 axes, resulting in a 48-fold
symmetry, with a commensurate reduction in computational
cost.

D. Accuracy

There is, in the thesis,24 a rigorous error analysis for
multilevel approximation using C1 piecewise polynomials,
which provides error bounds in terms of the fundamental
method parameters. An important result (Ref. 24, Eq. (3.47))
that transfers to B-splines is that, for the energy, each level
contributes an error roughly half that of the previous level.
For the force, the factor is one quarter.

The first part of this section compares theoretically
the accuracy of different types of piecewise polynomial
interpolants. A more complete error analysis, though desirable,
is beyond the scope of the present study. The remainder of
this section presents results of numerical experiments.

1. Theoretical evidence

A simple examination of results from error analysis for 1
dimension indicates that the accuracy of B-spline interpolation

1. is comparable to centered C0 interpolation, (used in Ref. 27)
and

2. superior to Taylor interpolation (used by the fast multipole
method) or Hermite interpolation (investigated in Ref. 24)

for the same computational effort, if the computational effort
of evaluating a derivative is assumed to be the same as that
for the function. However, the second observation does not
necessarily transfer to a six-dimensional interpolation of the
kernel.

A routine calculation using classical results shows that
centered C0 piecewise polynomial interpolation of degree
p − 1 has the error bound

1 · 3 · · · · · (p − 1)
2 · 4 · · · · · p

(
h
2

) p
∥ f (p)∥∞.

For (p/2)-fold piecewise Hermite interpolation and for
piecewise Taylor interpolation, a good error bound for spacing
h is

1
p!

(
h
2

) p
∥ f (p)∥∞.

For B-spline interpolation, M. Reimer29 (Eqs. (12), (15),
(20)) provides the error bound(

1 · 3 · · · · · (p − 1)
2 · 4 · · · · · p

+ ∥L∥
) (

h
2

) p
∥ f (p)∥∞,

where L is the linear operator mapping a function f to its
interpolation error f̃ − f . Asymptotically,30,31

∥L∥ = 2
π

(
log p + 2 log

4
π
+ γ

)
+ O

(
1
p

)
as p → ∞,

where γ is the Euler-Mascheroni constant.
Let heff denote the “effective” spacing: For 2-point

piecewise Hermite interpolation of derivatives of order 0
through (p/2) − 1, choose spacing h = (p/2)heff to keep the
work the same, and for piecewise Taylor interpolation, choose
spacing h = pheff to keep the work the same. Otherwise,
take h = heff. Using Stirling’s formula, the error term is
(Cpheff/2)p∥ f (p)∥∞ where

Cp =




1 − 1
2p

log p + O
(

1
p

)
, centered,

1 +
(

4
π
− 1

)
1

2p
log p + O

(
1
p

)
, B-spline,

1
2

e
(
1 − 1

2p
log p

)
+ O

(
1
p

)
, Hermite,

e
(
1 − 1

2p
log p

)
+ O

(
1
p

)
, Taylor.

2. Empirical evidence

Results of numerical experiments are presented that
compare the accuracy of B-spline to C1 piecewise polynomial
basis functions for various cutoffs a and that examine their
order of accuracy. The experiments use Cp−2 and Cp−1

softening functions with the C1 piecewise polynomials and
B-splines, respectively.

Specifically, these computations determine the accuracy
of forces for an equilibrated sphere of 10 002 water
molecules with radius 42 Å. They calculate error in mass-
weighted long-range forces relative to the exact long-range
forces, where mass-weighted-norm


m−1

i |F1+
i |2 is applied to

each long-range force F1+
i . Dividing by mass gives mass-

weighted acceleration, which has the effect of ascribing
greater importance to positions of heavy atoms compared
to hydrogen. (It is common to use mass-weighted coordinates
x̄ = M1/2x in computing the RMSD between two structures.32)
Because interpolation is applied to only the softened kernel
k1+ = k1 + · · · + kl, the calculations compare errors relative
to forces arising from the softened kernel, using k1+(r,r′) in
place of k(r,r′) for energy and forces. A good value for the
grid spacing h is 2.5 Å, for which there are approximately N
grid points at the finest level (see Section III B 1).
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FIG. 3. Comparison between B-spline and C1 piecewise polynomial basis functions for relative error in mass-weighted force vs. scaled cutoff α = a/h. Results
are given for piecewise polynomials of degrees 3, 5, 7, and 9.

Figure 3 exhibits the accuracy of the long-range parts
of forces for B-spline and C1 basis functions for a range of
α = a/h, for each of p = 4,6,8,10. The cutoff a ranges through
values 5,6, . . . ,20 Å, i.e., 2 ≤ a/h ≤ 8. One sees for p ≤ 8
that the B-spline interpolants are an order of magnitude more
accurate for equal computational effort. For p = 10, accuracy
is significantly improved by extending the “radius” of the
grid-to-grid stencils K l

k to |k|∞ < 2α + 1. Also plotted on top
of each graph of numerical data is a straight line indicating
the inferred theoretical slope as α → ∞. Two features of these
slopes require explanation. (i) For basis functions of degree
p − 1, it is observed that the order is p − 1 for C1 piecewise
polynomials and p for B-splines. These orders of accuracy
in the gradients are one greater than what is expected from
typical theoretical considerations.24 This can be explained by
the fact that interpolation error vanishes at grid points, and as
a consequence, the error in the first derivative changes sign
within each grid cell. A sum of many such errors accumulates
slowly due to cancellation. (ii) There is a gradually steepening
of the slope (the observed order of accuracy) of the graph for
the C1 interpolant, which is expected. However, the opposite
is happening for the B-splines. The initial excess error (which
is greater for larger p) for B-splines is a consequence of
the truncation of the stencil specified by Eq. (20). This
conclusion is confirmed by increasing the width of the stencil
by 50%.

E. Nesting of spline function spaces

A useful property is that of nested interpolation, in which
the basis functions of a coarser grid are interpolated exactly at
the next finer level. This holds for B-spline interpolation but
not for C1 piecewise polynomial interpolation.

A coarse-grid B-spline can be expressed in terms of
fine-grid B-splines using the two-scale relation

Φ(u) =
p/2

n=−p/2

JnΦ(2u − n),

where

Jn = 21−p *
,

p
(p/2) + |n|

+
-
. (22)

From this relation, one gets ϕlm(x) = 
n Jnϕl−1

n+2m(x)
=


n Jn−2mϕ

l−1
n (x). (Note that Jn = 0 for |n| > p/2.) In three

dimensions, this becomes

ϕlm(r) =


n
Jn−2mϕ

l−1
n (r),

where

Jn = JnxJnyJnx. (23)

Plotted in Figure 4(a) is a coarse-grid cubic B-spline and the
5 fine-grid cubic B-splines that sum up to it.
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FIG. 4. (a) A coarse-grid cubic B-spline and 5 fine-grid cubic B-splines that sum up to it. (b) A coarse-grid C1 piecewise cubic and 5 fine-grid C1 piecewise
cubics that interpolate it, but do not sum up exactly.

The C1 piecewise polynomials used previously13,24 do not
span the space of C1 piecewise polynomials with equidistant
knots. For example, the C1 piecewise cubic g(u) with knots
at the integers and values g(0) = 1, g′(0) = 0 and g(u) ≡ 0 for
|u| ≥ 1 cannot be expressed as a linear combination of the
C1 piecewise cubic nodal basis functions. Moreover, nesting
does not hold exactly for C1 (nor C0) piecewise polynomials.
Consider the case of piecewise cubics: A 2h-grid C1 piecewise
cubic nodal basis function has support [−4h,4h]. It cannot be
exactly duplicated by h-grid basis functions at −2h, −h, 0, h,
2h. It can be interpolated—with some error—by h-grid basis
functions at −3h, −h, 0, h, 3h, whose combined support is
now [−5h,5h]. To accommodate the expansion in support, C1

piecewise polynomials require an extension of an additional
(p/2) − 1 grid points (Ref. 24, Section 6.1.1). Plotted in
Figure 4(b) is a coarse-grid C1 piecewise cubic and 5 fine-grid
C1 piecewise cubics that interpolate it, but do not sum up
exactly.

III. ALGORITHM AND PERFORMANCE

A. The algorithm

Eqs. (1) and (2) approximate the electrostatic energy as
U(r1,r2, . . . ,rN) ≈ U0 +U1+ where

U0 =
1
2


i


j<χ(i)

qiqjk0(ri,r j) − 1
2


i


j ∈χ(i)

qiqjk1+(ri,r j)

and

U1+ =
1
2


i


j

qiqj k̃1+(ri,r j). (24)

Substituting Eq. (2) into Eq. (24) gives

U1+ =
1
2


i

qi

l


m
ϕlm(ri)


n
K l

m,n


j

ϕln(r j)qj .

Taking the negative gradient with respect to ri, gives the ith
long-range force

F1+
i = −qi


l


m
∇ϕlm(ri)


n
K l

m,n


j

ϕln(r j)qj .

Letting

ql
n =


j

ϕln(r j)qj (25)

and

E(r) =

l


m
ϕlm(r)elm, (26)

where

elm =


n
K l

m,nql
n

gives

U1+ =
1
2


i

qiE(ri) and F1+
i = −qi∇E(ri). (27)

An algorithm for computing the energy and forces from
these expressions is presented and derived in a high level form
and later described in greater detail.

1. Overview of algorithm

The structure of the algorithm is represented by Figure 5.
Different levels correspond to different sets of points, particle
positions at the lowest level and grid points at higher levels.
Small circles on the left represent charges and small circles on
the right represent electric potentials that accumulate as one

FIG. 5. Diagram of algorithmic steps.
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descends. Arrows are linear operators, or matrices, that map
one set of values to another. The confluence of two arrows
indicates addition of a longer-range contribution to a given
grid level or to the particle level. There are six different types
of linear operators. Three of them depend on particle positions,
for which the matrix elements are computed as needed
rather than stored: short-range interactions, interpolation,
anterpolation. The other three types of linear operators
are convolutions whose stencils can be precomputed: grid
interactions, prolongation, and restriction.

The various steps are the following:

1. Short-range interactions. Compute U0 and its gradients.
2. Anterpolation. Compute level-1 charges q1 using

q1
n =


i

ϕ1
n(ri)qi. (28)

This mapping of particle charges to charges at grid points
is not interpolation but rather the adjoint of interpolation. It
is not the charges that are being interpolated, but their long-
range effect (via interpolation of the interaction kernel).

3. Restriction. Compute higher level charges using Eq. (4),

ql = Il
l−1ql−1, l = 2,3, . . . ,L, (29)

where the restriction operator Il
l−1 is defined by

(Il
l−1)m,n = Jn−2m. (30)

4. Grid to grid mapping and prolongation. Compute
accumulated electric potentials for each grid level using
the recurrence

eL+ = K LqL, (31)

el+ = K lql + Il
l+1e(l+1)+, l = L − 1,L − 2, . . . ,1, (32)

where the prolongation operator Il
l+1 = (Il+1

l
)T.

5. Interpolation. Interpolating grid values yields the electric
potential

E(r) =


m
ϕ1

m(r)e1+
m , (33)

which is used in formulas (27) for computing energy and
forces.

The matrices representing these linear operators are all
sparse, except for the operator K L representing interactions
between all pairs of grid points on the top level grid. The
matrices for K l, 1 ≤ l ≤ L − 1, each have (2⌊2a/h⌋ + 1)3
nonzero elements per row. The matrix that represents
interactions k0 at the particle level has about 4

3π(a/h∗)3
nonzero elements per row, assuming a particle density of h−3

∗ .
The matrices for I l+1

l
, 1 ≤ l ≤ L − 1, each have no more than

(p + 1)3 nonzero elements along each row and column. The
matrices implicit in Eqs. (33)/(27), representing interpolation,
each have no more than (p + 1)3 nonzero elements along each
row. Pseudocode for these matrix–vector multiplications is
given in Ref. 24, Section 2.3.

a. Exact treatment of exclusions. The foregoing algo-
rithm interpolates the long-range part of excluded interactions,
thereby introducing interpolation error k̃1+(ri,r j) − k1+(ri,r j)

for nonexistent terms, j ∈ χ(i). The algorithm can be
augmented to remove the interpolation error of these excluded
interactions by doing an additional O(p3N L) = O(p3N log N)
operations. However, two independent implementations of this
augmented algorithm yield results for molecular systems that
are less accurate. Presumably, there is a fortuitous cancellation
of errors of excluded terms with those of included terms. The
numerical experiments performed in this study do not correct
the interpolation error due to excluded interactions.

b. Derivation of grid to grid operations. Given here are
derivations for Eqs. (29)–(33). To show Eq. (29), use Eq. (30)
to write the two-scale relation (23) as

ϕlm(r) =


n
(Il

l−1)m,nϕ
l−1
n (r). (34)

Application of this to Eq. (25) yields the recurrence (4). The
next step is to exploit the nesting property to express E(r) in
terms of the level 1 basis functions. Applying the two-scale
relation to the last two terms of E(r) given by Eq. (26) yields

m
ϕL−1

m (r)eL−1
m +


m
ϕL

m(r)eLm
=


m
ϕL−1

m (r)�eL−1 + IL−1
L eL

�
m

=


m
ϕL−1

m (r)e(L−1)+
m , (35)

where e(L−1)+ = eL−1 + IL−1
L eL. Repeated use of this transfor-

mation yields Eq. (33) with e1+ obtained via the recurrence

eL+ = eL, el+ = el + Il
l+1e(l+1)+, l = L − 1,L − 2, . . . ,1.

2. Detailed version of algorithm

At the beginning of the algorithm, determine the index
setsMl defined by Eq. (21).

a. Short-range interactions. The short-range calculation
involves looping over all pairs of particles within a given
distance a of each other. Avoiding pairs whose separation
distance is much beyond the cutoff a is achieved by the spatial
hashing of atoms into bins and considering for each atom just
those atoms in the surrounding bins.

b. Anterpolation. The anterpolation step loops over all
particles, spreading the charge of each particle onto p3

surrounding grid points. It computes level 1 charges q1
n,

n ∈ M1, using Eq. (28): for each particle i, it adds nonzero
ϕ1

n(ri)qi to q1
n.

The evaluation of the B-spline basis functions is required
for both this step and the interpolation step, with the latter
also requiring a gradient evaluation. For each particle i, one
expresses ri = (m + u)h1 where m is an integer triple and
0 ≤ uκ < 1 for κ = x,y,z. Values of ϕ1

m+k(ri) and ∇ϕ1
m+k(ri)

are nonzero only for 1 − p/2 ≤ |k|∞ ≤ p/2. These values are
obtained from

ϕ1
mκ+k

(ri) = Φ(uκ − k) = Qp(uκ + (p/2) − k),
k = 1 − p/2,2 − p/2, . . . ,p/2,
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and its first derivative. To get B-spline values and first
derivatives, apply Horner’s rule to each piece of the B-spline.

c. Restriction. The restriction step loops over the coarser
of two consecutive grids, collecting charge for each point on
the coarser grid from nearby points on the finer grid using
a fixed stencil of coefficients. Combining Eqs. (29) and (30)
gives the following: for l = 2,3, . . . ,L, compute higher level
grid charges using

ql
m =


n

Jn−2mql−1
n , for m ∈ Ml,

where the sum is over all n ∈ Ml−1 such that −p/2
≤ |n − 2m|∞ ≤ p/2 and where Jk is defined in Eq. (22).
The computation is linear in the order p if the collecting is
done in one coordinate direction at a time. The calculation
involves the use of two intermediate grids with grid spacings
that are doubled in one or two directions. The algorithm given
in Ref. 24, Table 2.10 shows how to reduce the required
intermediate buffer space to just O(N2/3).

d. Grid to grid mapping and prolongation. Combining
Eqs. (31) and (20) gives the following: compute electric
potentials for the top grid level

eL+m =
2−L

a


n

KL
m−nqL

n , m ∈ ML,

where the sum is over all n ∈ ML. Combining Eqs. (32)
and (20)/(30) gives the following: compute accumulated
electric potentials for each lower grid level l = L − 1,
L − 2, . . . ,1 using the recurrence

el+m =
2−l

a


n

K l
m−nql

n +


n
Jn−2me(l+1)+

n , m ∈ Ml .

The first sum is over all n ∈ Ml such that |m − n|∞ < 2α.
The second sum is the prolongation step, which loops over
the coarser grid, distributing electric potential from each grid
point to nearby points on the fine grid according to some
fixed stencil. Specifically, the outer loop is over all n ∈ Ml+1
such that −p/2 ≤ |n − 2m|∞ ≤ p/2. Just as for restriction, it
is linear in the order p.

e. Interpolation. The interpolation step loops over all
particles, and for each particle interpolates the electric
potential and electric field from nearby grid points.
Specifically, for each particle i, add 1

2 qi


m ϕ
1
m(ri)e1+

m to the
energy U , and add −qi


m∇ϕ1

m(ri)e1+
m to the ith force Fi. This

requires evaluation of p B-spline basis functions along each
dimension.

B. Performance analysis

1. Choosing optimal grid size

Ref. 13 analyzes the effect of grid size h and cutoff a on
computational cost for a desired error tolerance and a specified
order p. The error and cost depend on the ratios h/h∗ and
h/a = 1/α where h∗ = (volume(Ω)/N)1/3, which is a measure
of average distance between nearest neighbors. It is shown

that the optimal ratio h/h∗ is a value near 1 that is practically
independent of the desired accuracy, so it is the ratio h/a
that should be varied to control accuracy. This conclusion is
confirmed in Ref. 24 with the benefit of the more detailed cost
analysis.

To keep the operation count linear in N , it is enough
to choose the number of levels L just large enough that the
number of grid points at level L does not exceed

√
N . At

the same time, it is disadvantageous to reduce the number of
grid points below (2α)3, because this would incur a greater
operation count than choosing L to be one less.

2. Choosing optimal degree and cutoff

The optimal degree for spline interpolation is deter-
mined empirically, using the sphere of 10 002 water
molecules from Section II D. CPU time and rela-
tive mass-weighted root-mean-square error in the forces
((N

i=1 m−1
i |F̃i − Fi |2)/(N

i=1 m−1
i |Fi |2))1/2 are computed for

orders p = 4,6,8,10 and relative cutoffs α = 2.4,2.8, . . . ,8
(cutoff distances 6 Å ≤ a ≤ 20 Å with grid spacing 2.5 Å)
and Cp−1 softener. Results are shown in Figure 6. Based on
these results, the following formula is constructed for choosing
p for a given α:

p = the element of {4,6,8} nearest 1.25α + 0.25, (36)

i.e., p is chosen to be the middle value 6 for 3.8 < α < 5.4
and otherwise 4 or 8.

A representative accuracy is, say, a 0.5% error in forces.
The effect of a time step of 1 fs is to distort highest frequencies
by 1.6%.

3. Comparison to FMM

The efficiency of a C++ implementation of the MSM
is compared with a very recent C implementation26 of the
Uniform FMM Laplace Solver of the FMM-Laplace library.33

(The FMM-Laplace library is built with Intel Cilk disabled to
compel execution on a single CPU core.) The timing includes
construction of the DAG (directed acyclic graph) as well

FIG. 6. The MSM performance comparison for B-spline interpolation of
degree 3, 5, 7, 9. Each line plot varies the cutoff distance 6,7, . . .,20 Å with
grid spacing 2.5 Å.
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FIG. 7. Comparing efficiency of the MSM with the FMM. The MSM varies the cutoff distance 6,7,8, . . .,20 Å with grid spacing 2.5 Å and B-spline order
determined from formula (36). The FMM varies the force accuracy from 3 to 6 digits. The left plot shows the relative error in force, and the right plot shows the
absolute error in total potential energy. Each point is the average over 100 separated time steps, with error bars showing the standard deviation.

as scaling the position input and force output, which would
be part of the solver if used within an MD simulator. Both
codes are compiled using the most recent version of the Intel
C++ compiler (version 16.0.0) with flags to enable compiler
optimization using the AVX2 (Advanced Vector Extensions 2)
SIMD (single instruction, multiple data) instruction set. The
MSM implementation arranges the grid points into 8-element
clusters, so as to be able to make explicit use of the AVX2
instructions, benefiting especially from the supported FMA
(fused multiply–add) instructions.4 Testing was performed
using a single core of an Intel Haswell processor (Xeon
E5-2680 v3). The grid to grid, restriction, and prolongation
calculations are performed in single precision. This is never
a problem because the optimal way to do calculations of
higher accuracy is to increase the cutoff distance,13,24 thereby
increasing the overall contribution of the short-range part
while decreasing the contribution of the long-range part,
which is the part being computed in single precision.

The test system is an equilibrated sphere of 10 002 water
molecules (30 006 atoms) with radius 42 Å. For MSM, the
finest grid spacing is fixed at h = 2.5 Å. The calculation and
timings are repeated 10 times per data point to suitably “warm
up” the hardware and compensate for any other background
activities that the workstation might incidentally perform
during testing, and the minimum time is reported.

The graph in Figure 7 shows, on the vertical axis, CPU
time in seconds plotted against the relative mass-weighted
root-mean-square error in the forces and the absolute error in
the total potential energy. The MSM lines in the graphs are
generated by varying the short-range cutoff distance, where
the points correspond to relative cutoffs α = 2.4,2.8,3.2, . . . ,8
(a = 6,7,8, . . . ,20 Å), with the spline degree determined from
the relative cutoff α using formula (36). Also shown are two
data points for FMM based on setting the accuracy parameter
to either 3 or 6 (digits of accuracy), which are the two possible
values provided by the library. For each point, the CPU times
and the errors have been averaged over 100 separated time
steps, with error bars showing the standard deviation.

Figure 7 shows the MSM to be comparable in efficiency
to the FMM. Approximating the force to a relative error of
0.5% should be sufficient for use with MD, provided that

the approximation is continuous. However, FMM produces
discontinuous forces, for which it is necessary to use high
accuracy for stable dynamics,34 as confirmed below.

4. Stable dynamics

Stability of dynamics is investigated for MSM and
FMM for a constant energy MD simulation of the sphere
of 10 002 water molecules. The water model is TIP3P with
rigid bonds and angles as intended by the CHARMM force
field.35 A quartic restraining force is applied to model the
surface tension of a 42 Å water sphere using the parameters
suggested by the CHARMM documentation.36 Simulations
are run using NAMD7 modified to include both the sequential
MSM and FMM codes. The Verlet integrator is used with
a 1 fs time step. The tested methods include the MSM
using both cubic B-spline interpolation with cutoff distance
7 Å (α = 2.8) and quintic B-spline interpolation with cutoff
distance 12 Å (α = 4.8) and the FMM using both the 3-digit
(9 term expansion) and 6-digit (18 term expansion) accuracy
options.

Figure 8 compares the total energy from two of the
simulations for MSM quintic B-spline with that of FMM

FIG. 8. Total energy for a sphere of 10 002 water molecules for 200 ps
constant energy MD simulations comparing the MSM with the FMM.
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TABLE II. The average µ and standard deviation σ of the total energy E , kinetic energy T , and potential energy
U are compared for four simulations.

µE σE µT σT µU σU

FMM 3-digit −62 147.09 8931.82 23 702.65 3566.13 −85 849.74 5374.94
FMM 6-digit −77 270.85 0.32 17 998.10 91.27 −95 268.95 91.39
MSM cubic B-spline −76 229.99 0.18 17 899.09 91.32 −94 129.08 91.43
MSM quintic B-spline −77 270.31 0.18 17 997.73 91.58 −95 268.04 91.68

FIG. 9. Linear scaling of the MSM with system size on a single processor.

6-digit accuracy for a 200 ps trajectory. Results of energy
averages and standard deviations for four simulations are
shown in Table II. Although the cubic B-spline MSM and
3-digit FMM calculations both produce forces within 0.5%
accuracy, the MSM is stable, whereas the FMM is not.
The 6-digit FMM calculation and the two MSM calculations
are considered energy conserving, by the criterion that the
standard deviation of total energy is within 20% of the standard
deviations of kinetic and potential energies.37–39 However, the
plot reveals less stability with 6-digit FMM than with MSM,
and the FMM has larger standard deviation in total energy.

5. Scaling with problem size

Figure 9 shows the MSM code scaling linearly with
system size on a single processor. For the experiments, several
water spheres are created, each roughly twice the number of
water molecules from the previous one, up to almost 2 × 106

atoms. The error is checked against that of the FMM code to
ensure that MSM is consistently providing about six digits of
accuracy in the energy.

IV. DISCUSSION

A. Comparison to other N-body methods

A fast N-body method constructs an approximation
that facilitates computation by transferring the problem
to a mesh/lattice/grid (still having O(N) points). Fast N-
body methods can be classified as 2-level or multilevel.
Two-level methods, such as PME and P3M, exploit the
translation invariance k(r,r′) = κ(r − r′) of most kernels to
perform calculations of mesh–mesh interactions using an

FFT. Multilevel methods, such as tree methods, the FMM, and
the MSM, typically assume that the kernel k(r,r′) becomes
more slowly varying as |r − r′| → ∞ and exploit this property
to do an approximation, using O(log N) levels of cells or
grids. (Oscillatory kernels can also be handled, e.g., Ref. 40,
but with greater complication.) Multilevel methods effect
a separation of length scales, in which an increase in the
range of the interactions is balanced by a commensurate
decrease in the number of interacting cells or grid points.
Both classes of methods obtain O(N log N) operation counts
by means of a separable approximation of the kernel. Variants
of multilevel methods use nesting to reduce the cost to O(N).
An alternative classification is to distinguish “kernel-splitting
methods” (KSMs), such as PME, P3M, and MSM, from
HCMs, such as tree methods, the FMM, and hierarchical
matrix methods.41 This is discussed below in greater detail.
Not discussed here are “indirect” methods based on solving
an equivalent elliptic partial differential equation, e.g., the
Poisson equation. Such approaches can be attributed to a
historical accident, namely, the prior development of fast
Poisson solvers.

1. Kernel-splitting methods

Kernel-splitting methods are of two kinds. FFT-based
2-level methods do a single splitting. It is typical to use
erf(βr) for the long-range part, where β is a parameter chosen
to optimize performance. With this choice, the short-range part
decays very rapidly, and its cutoff distance a is set to a small
multiple of 1/β. Such methods interpolate the long-range part
from a grid in either real or reciprocal space to permit the use
of a 3-dimensional FFT. This is an O(N log N) algorithm on
account of its use of the FFT. In contrast, the MSM is an O(N)
method that differs from 2-level methods in that it performs
the calculation using a set of nested grids of increasing
coarseness instead of just a single fine grid. For a 2-level
method, the array of basis function coefficients is K 1+ = K 1,
and 1

2 (q1)TK 1q1 is the long-range energy, including excluded
terms. Interpolation in real space produces an operator K 1

that is a nonperiodic convolution, so the long-range energy is
computable by a 3-dimensional FFT—if the dimension of the
matrix is increased 8-fold.42 Interpolation in reciprocal space
is more involved (Ref. 43, Sec. 4.3). We consider the common
kernel k1(r,r′) = κ1(r − r′). The long-range part is modified
so that it decays rapidly beyond the diameter ℓ of the cluster
of particles and then the cluster is replicated periodically
with lattice spacing ℓ̄ > 2ℓ. The result is a kernel κ1p(r)
that has a rapidly converging Fourier series with analytically
tractable coefficients that are inexpensive to evaluate. This
involves making an error comparable to that of truncating the
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short-range part at a distance a, if ℓ̄ exceeds 2ℓ by roughly
2a. The kernel κ1p(r − r′) is approximated by an interpolated
truncated Fourier series,1 giving

1
2
(q1)TK 1q1 =

1
2
(Fq1)TDFq1, (37)

where F is implemented as a 3-dimensional FFT and D is a
diagonal matrix. This is PME, a variant of an older approach,
viz., P3M. In this case the domain has been enlarged more
than 8-fold. Also, here the FFT is used not only to exploit the
convolution property but to perform low-pass filtering as well.

The use of an FFT has the advantage that all the
approximation errors are incurred on the finest grid; whereas,
the use of multiple levels almost doubles the energy error
and increases by a factor 4/3 the force error. To compensate
for the loss of accuracy in the energy would require an
increase in the cutoff a by a factor 21/(p+1). The need for a
longer cutoff for the MSM is balanced by the fact that an
FFT delivers its best performance only for grid dimensions
that are powers of 2. Moreover, multilevel methods have
several advantages over FFT-based 2-level methods: (i) For
FFT-based methods, there are moderate difficulties and major
inefficiencies handling nonperiodic boundaries. Specifically,
each nonperiodic direction requires a cell dimension at
least double the system dimension, which affects the FFT
times.43 Indeed, full electrostatics is rarely used in the case
of nonperiodic boundary conditions due partly to the high
cost. (ii) Another drawback is the difficulty of parallelizing
the FFT in 3 dimensions. As a result, PME does not scale as
easily as the MSM to large numbers of processors.19 Indeed,
the development of massively parallel computers is reviving
interest in the use of FMM for MD.44,45 Even with a single CPU
node, the inherently non-local data access patterns of FFTs are
less efficient than calculations with the wide 3-dimensional
stencils of the direct gridpoint-to-gridpoint interactions of
the MSM. (iii) Finally, FFTs cannot exploit situations where
adaptive grids might be profitable, such as implicit solvent
models; this would be possible with the MSM.

Force approximations obtained from KSMs violate
Newton’s third law unlike those obtained from HCMs. As
a consequence, linear momentum fails to be conserved.
Although not serious, this can be inconvenient. The usual
remedy is to replace Fi by Fi − (1/N) j F j, but this yields
nonconservative forces and significant energy drift. However,
such energy drift is avoided and linear momentum is conserved
if the mass-weighted correction Fi − (mi/mtot) j F j is used
instead.46

2. Hierarchical clustering methods

Hierarchical clustering methods employ an oct-tree
decomposition of space to partition the set of all particle
pairs into pairs of particle clusters where the size of
two clusters in a pair increases with separation distance.
Interactions at the bottom level between small nearby
clusters are computed directly. All other cluster pairs are,
by construction, well separated and the interactions between
particle pairs from a given pair of clusters are based on a
(polynomial) approximation for the kernel k(r,r′) particular

to that cluster pair. Truncated Taylor expansions are used
in practice. For |r − r′|−1, each such Taylor polynomial is
harmonic and can be expressed in terms of p2 spherical
harmonics, where p − 1 is the degree of the polynomial,
instead of 1

6 p3 + 1
2 p2 + 1

3 p monomials. (The coefficients of
these expansions are multipoles.) At the most basic level
there is a close relationship between the multilevel summation
method and hierarchical clustering methods and how they
achieve their good scaling as a function of N . In particular,
the fast multipole and related algorithms47,48 have the same
structure as the algorithm of Section III A 1. Many of the
techniques for one class of methods transfer to the other. But
there is one fundamental difference: hierarchical clustering
algorithms do not split the interaction kernel—each interaction
is present in only one of the terms of the multilevel sum. For
more detailed information on HCMs or 2-level methods,
Ref. 49 is recommended.

The main advantage of HCMs is that they can exploit
special properties of the kernel. In particular, the harmonicity
of the 1/r kernel can be used to reduce the number of terms
in an order 4/6/8 approximation by factors of 1.25/1.56/1.88,
respectively. However, these savings apply only to special
kernels. Moreover, the disadvantages are significant: (i)
An HCM produces an approximation to k(r,r′) that is
discontinuous as a function of particle positions r,r′. This
feature is intrinsic to HCMs because the shortest range
interaction is not a polynomial and cannot be continuously
matched to a longer range polynomial approximation. In
contrast, KSMs can attain any degree of continuity. Lack
of continuity is problematic for dynamics and minimization
and disastrous for Hamiltonian dynamics13,50 (which requires
bounded Hessians to conserve total energy). Hence, HCMs
may not be usable unless high accuracy is desired. This
is the observation of Section III B. By contrast, all of the
points plotted for multilevel summation conserve energy well.
This is consistent with past experiments13,43 showing that
HCMs perform poorly compared to other methods for MD
electrostatics. Indeed, HCMs are seldom used for MD, and
a fairly recent review51 does not mention them. (ii) From an
implementation point of view, HCMs are more complicated
due to the need for a list of pairs of interacting oct-tree cells,
not to mention the (possible) use of special polynomials, such
as spherical harmonics, that exploit properties of the kernel.
This complexity not only makes it more challenging to utilize
the capabilities of new computer architectures but makes it
difficult to integrate the method into an application. (iii) To
reduce the cost of computing forces, it is beneficial to evaluate
slowly varying interactions less often than those that vary most
rapidly and a good way to do this is multiple time stepping
(or subcycling). Within each (outer) step, each interaction
is integrated with multiple substeps of a size that is some
fraction of the overall step size. For Hamiltonian systems,
a fixed multiplicity must be chosen for each interaction.
(Extensive experience indicates that failure to use exactly
the same symplectic map for each outer time step results in
a secular drift in energy.) For a nonbonded interaction, the
appropriate multiplicity will vary, depending on the distance
between the two particles. However, kernel-splitting methods
provide a partitioning of the interaction, each part of which
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can be integrated with its own fixed multiplicity, at the same
time exploiting the finite ranges of all but the highest-level
part. The FMM does not provide a splitting of the interactions.
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APPENDIX A: FUNDAMENTAL SPLINE COEFFICIENTS

To compute the coefficients ωn of Section II B 2, proceed
as follows: Let ψ be the bi-infinite sequence of all zeros except
for ψ0 = 1, and let ω be the sequence whose nth term is ωn.
Applying Eq. (10) to ψ gives B−1ψ = Rω where R is the
reversing operator. From this, follows

BRω = ψ,

which is an infinite banded system of linear equations.
To solve this system, first obtain a Cholesky factorization

B = GGT where G = g0 + g1E−1 + · · · + g(p/2)−1E1−p/2. Note
that GT = RGR. To calculate the coefficients, create a semi-
infinite banded matrix whose elements on the nth diagonal
are Φ(n) and apply the Cholesky algorithm until there is
no change from one row to the row that follows it. This
converged row is the generic row of the operator G. Using
GT = RGR, the solution of BRω = ψ can be broken into two
steps:

Gξ = ψ, Gω = Rξ.

Choosing ξn = 0 for n < 0, the value of ξ0 is simply 1/g0.
Exploiting symmetry ω = Rω, solve a system of p/2 linear
equations to obtain ωn, n = 0,1, . . . , (p/2) − 1, and then use
forward substitution to obtainωn, n = p/2, (p/2) + 1, . . .. This
process appears similar to one given in Ref. 52.

APPENDIX B: COEFFICIENTS
OF THE BLURRING OPERATOR

It is shown below, using Ref. 25, Eq. (1.6) on p. 22, that
the degree (p/2) − 1 polynomial Bp/2 of Section II B 4 is
obtained from the following Maclaurin expansion:

s sinh(sz)
s2 + 2(1 − cosh(sz)) =

∞
p=2

p even

Bp/2(s2)zp−1. (B1)

In particular,

s sinh(sz)
s2 + 2(1 − cosh(sz)) = z

(
1 +

s2

6
z2 +

s4

120
z4 + O(z6)

) (
1 − z2 − s2

12
z4 + O(z6)

)−1

= z
(
1 +

s2

6
z2 +

s4

120
z4 + O(z6)

) (
1 + z2 + (1 + s2

12
)z4 + O(z6)

)
= z +

(
1 +

s2

6

)
z3 +

(
1 +

s2

4
+

s4

120

)
z5 + O(z7).

1. Derivation of Eq. (B1)

From Eqs. (1.6) and (1.7) of Ref. 25, p. 22,

t − 1
t − ez

= 1 +
∞
n=1

zn

(t − 1)n
n−1
j=0

Qn+1( j + 1)t j .

Taking the odd part w.r.t. z gives

(t − 1) sinh z
t2 + 1 − 2t cosh z

=

∞
p=2

p even

zp−1

(t − 1)p−1

p−2
j=0

Qp( j + 1)t j

=

∞
p=2

p even

zp−1

(t − 1)p−1

×
(p/2)−1
m=1−p/2

Qp((p/2) + m)tm+(p/2)−1.

Multiplying by t/(t − 1) gives

sinh z
t + t−1 − 2 cosh z

=

∞
p=2

p even

zp−1

(t − 2 + t−1)p/2

×
(p/2)−1
m=1−p/2

Qp((p/2) + m)tm.

Let t = 1 + s


1 + s2/4 + s2/2. The second summation can be
shown to be a polynomial of degree (p/2) − 1 in s2, denoted
by Bp/2(s2). Also, t − 2 + t−1 = s2. Replacing z by sz yields
the stated result.

APPENDIX C: COEFFICIENTS
OF THE ANTI-BLURRING OPERATOR

To get the expansion (12) of Section II B 4, write

B(δ2)2(b0 + b1δ
2 + · · · + b(p/2)−1δ

p−2) = 1 − δpC(δ2), (C1)
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where C is a polynomial of degree p − 3. For example, for
p = 4,

B2(1 − 1
3
δ2) = 1 − δ4( 1

12
+

1
108

δ2)
and for p = 6,

B2(1 − 1
2
δ2 +

41
240

δ4)

= 1 − δ6(− 1
20
− 221

19 200
δ2 − 13

19 200
δ4 − 41

3 456 000
δ6).

Comparing (C1) with (12), one sees that

B2

m

cmEm = C(δ2).

This is an infinite system of linear equations to solve for the
coefficients cm similar to that for the ωm but with 2(p − 3)
additional nonzero values on the right-hand side and with B2

in place of B. The symmetry of Φ(n) implies that RBR = B.
Hence,

GGT = RGRRGTR = GTG,

whence

B2 = G2G2
T,

where

G2 = G2.

The algorithm from Appendix A can be applied by solving
G2ξ

′ = C(δ2)ψ and G2c = Rξ ′ where c is the symmetric
sequence of unknowns cn, taking care to calculate ξ ′n,
3 − p ≤ n ≤ 0.
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