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In a parallel discrete-event simulation (PDES) scheme, tasks are distributed
among processing elements (PEs) whose progress is controlled by a synchro-
nization scheme. For lattice systems with short-range interactions, the progress
of the conservative PDES scheme is governed by the Kardar-Parisi-Zhang equa-
tion from the theory of nonequilibrium surface growth. Although the simulated
(virtual) times of the PEs progress at a nonzero rate, their standard deviation
(spread) divergeswith the number of PEs, hindering efficient data collection.We
show that weak random interactions among the PEs can make this spread
nondivergent. The PEs then progress at a nonzero, near-uniform rate without
requiring global synchronizations.

Simulating large systems often leaves the
programmer with only one option: parallel
distributed simulations where parts of the
system are allocated and simulated on differ-
ent processing elements (PEs). A large class
of interacting systems, including financial
market models, epidemic models, dynamics
of magnetic systems, and queuing networks,
can be described by a set of local state vari-
ables assuming a finite number of possible
values. As the system evolves in time, the
values of the local state variables change at
discrete instants, synchronously or asynchro-
nously depending on the dynamics of the
system. Parallel simulation for the former is
straightforward (at least conceptually). For
the latter—that is, for asynchronous or non-
parallel dynamics—one must use some kind
of synchronization to ensure causality. The
instantaneous changes in the local configura-
tion are also called discrete events, hence the
term parallel discrete-event simulation
(PDES) (1–3). Examples of PDES applica-
tions include dynamic channel allocation in
cell phone communication networks (3, 4),
models of the spread of diseases (5), battle-
field simulations (6), and dynamic phenome-

na in highly anisotropic magnetic systems (7,
8). Here the discrete events are call arrivals,
infections, troop movements, and changes of
the orientation of the local magnetic mo-
ments, respectively. As the number of PEs on
parallel architectures increases to tens of
thousands, fundamental questions of the scal-
ability of the underlying algorithms must be
addressed. Here, we show a way to construct
fully scalable parallel simulations for systems
with asynchronous dynamics and short-range
interactions. Understanding the effects of the
microscopic dynamics (corresponding to the
algorithmic synchronization rules) on the
global properties of the simulation scheme
brings us to the solution. Recently, a similar
connection has been made (9) between roll-
back-based PDES schemes (10) and self-
organized criticality (11).

The two basic ingredients of PDES are the
set of local simulated times, often referred to
as virtual times (10), and a synchronization
scheme (1). For the PDES scheme to be
scalable (12), two criteria must be met: (i)
The virtual time horizon should progress on
average at a nonzero rate, and (ii) the typical
spread of the time horizon should be bounded
as the number of PEs NPE goes to infinity.
The first criterion ensures a nonzero progress
rate in the limit of large NPE. It is, however,
not sufficient if data are to be collected.
Different PEs have progressed to different
local simulated times with a possibly large
spread among them, making measurement a
complex task. Frequent global synchroniza-
tions can get costly for large NPE, whereas
temporarily storing a large amount of data as
a result of the large virtual time spread is
limited by the available memory. Therefore,
criterion (ii) is crucial for the measurement

part of the algorithm to be scalable. Here, we
introduce a PDES scheme in which the PEs
make nonzero and close-to-uniform progress
without global intervention.

In conservative PDES schemes (13–15),
which we focus on, an update is performed by
a particular PE only if the resulting change in
the local configuration of the simulated sys-
tem is guaranteed not to violate causality.
Otherwise, the PE idles. The efficiency of the
scheme depends on the fraction of nonidling
PEs. It was shown (16, 17) that the virtual
time horizon exhibits kinetic roughening (18,
19) for the basic conservative scheme applied
to systems with short-range interactions on
regular lattices. In particular, the evolution of
the virtual time horizon is governed by the
Kardar-Parisi-Zhang (KPZ) equation (20),
which plays a central role in nonequilibrium
surface growth (18, 19). The above finding
has two major implications for the asymp-
totic scalability of the basic conservative
PDES scheme (16, 21): Criterion (i) for the
scalability is satisfied because the average
progress rate of the virtual time horizon
approaches a nonzero value in the limit NPE

3 !. Criterion (ii), however, is violated
because the virtual time horizon becomes
macroscopically rough.

For illustration, we consider a general
one-dimensional system with nearest-neigh-
bor interactions, in which the discrete events
exhibit Poisson asynchrony. In the one-site-
per-PE scenario, each site has its own local
simulated time, constituting the virtual time
horizon {"i(t)}i#1

NPE, where t is the discrete
number of parallel steps executed by all PEs
(which is proportional to the wall-clock
time). According to the basic conservative
synchronization scheme (14, 15), at each par-
allel step t, only those PEs for which the local
simulated time is not greater than the local
simulated times of their neighbors can incre-
ment their local time by an exponentially
distributed random amount. [Without loss of
generality, we assume that the mean of the
local time increment is 1 in simulated time
units (stu).] Thus, if "i(t) ! min{"i–1(t),
"i$1(t)}, PE i can update the configuration of
the underlying site it carries and determine
the time of the next event. Otherwise, it idles.
Despite its simplicity, this rule preserves un-
altered the asynchronous causal dynamics of
the underlying system (14, 15).

The progress rate of the simulation
%u(t)&NPE

(the density of local minima of the
virtual time horizon) approaches a nonzero
constant in the asymptotic long-time, large-
NPE limit (16, 21). The average width of the
virtual time horizon, however, diverges as
NPE 3 ! (16, 17). Specifically, the average
width is defined as
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%w2(t)&NPE
# (1/NPE) %!i#1

N
PE ["i(t) ' "̄(t)]2&

(1)
where

"̄(t) # (1/NPE)!i#1

N
PE "i(t) (2)

For any finite number of PEs, the width
grows for early times as %w2(t)&NPE

(t2),
where ) is the growth exponent and is equal
to 1⁄3. After a system size–dependent cross-
over time t* ( NPE

z (where z is the dynamic
exponent and is equal to 3⁄2), the width reach-
es its steady state with %w2(!)&NPE

( N PE
2+,

where + is the roughness exponent—equal to
1⁄2 in our example—which quantifies how the
average width of the surface diverges in the
large-NPE limit. The reason for this diver-
gence is that the local interaction topology of
the PEs mimics that of the underlying system.
Under the basic conservative synchronization
rules, the PEs form a strongly interacting
system in which the correlation length reach-
es the system size NPE (16). This correlation
length is responsible for the diverging surface
fluctuations captured by the average width.

To reduce the width, one must decorrelate
the fluctuations of the virtual time surface.
We achieve this by introducing quenched
random communication links between the
PEs in addition to the regular nearest-neigh-
bor interactions of the underlying physical
system. At the beginning of the simulation,
we connect each PE to another one, chosen
randomly from the rest. These random links,
in addition to the regular lattice connections,
result in a small-world network (22) where,
beyond the nearest neighbors, each PE is
connected with a randomly chosen one (23).
In the modified conservative PDES scheme,
at every parallel step, each PE with probabil-
ity p compares its local simulated time with
its full virtual neighborhood and can only
advance if it is a local minimum—that is, if
"i(t) ! min{"i–1(t), "i$1(t), "r(i)(t)}, where
r(i) is the random connection of PE i. Each
PE follows the original scheme with proba-
bility (1 – p). Note that the occasional extra
checking of the simulated time of the random
neighbor is not needed for the faithfulness of
the simulation. It is merely introduced to
control the width of the time horizon.

Using a coarse-graining procedure analo-
gous to that used in (16), we find that the
large-scale properties of the virtual time ho-
rizon of our modified scheme are governed
by the equation

,"̂

,t
# '-"̂ $

,2"̂

,x2 ' ." ,"̂

,x#2

$ /(x,t) (3)

where "̂(x,t) is the coarse-grained surface-
height fluctuation measured from the mean,
and the temporal and spatial derivatives are
the coarse-grained interpretations of finite
differences. Similarly, /(x,t) is a coarse-

grained noise, delta-correlated in space and
time. The coefficients - and . carry the de-
tails of the coarse-graining procedure. In par-
ticular, -(p) is nonzero for all nonzero values
of p and -(p)3 0 as p3 0 (i.e., in this limit
we recover the KPZ equation for the original
scheme). The morphological properties of the
surface (the virtual time horizon) governed
by Eq. 3 are fundamentally different from the
one-dimensional KPZ surface for all p 0 0.
The algorithmic rules extended to include the
quenched random connections introduce a
relaxational term (the first term in Eq. 3) in
the evolution of the virtual time horizon. This
term converts the system into a mean-field
growth model, whose time horizon is macro-
scopically smooth (i.e., has a finite width).

To support the coarse-graining arguments,
we simulated the exact stochastic growth pro-
cess defined by our modified conservative al-
gorithmic rules. Snapshots of the progress of
the simulation (i.e., the virtual time horizon) are
shown in Fig. 1 for the original (p # 0.00) and
modified (p # 0.10) cases. The structure of the
virtual time horizon can be best understood
from the steady-state structure factor S(k) #
%"̃k"̃–k&/NPE, where "̃k is the spatial Fourier
transform of the surface fluctuations (24). The
presence of the relaxational (first) term in the
stochastic growth equation, Eq. 3, implies that
limk30 S(k) 1 !, that is, there are no large-
amplitude, long-wavelength modes in the sur-
face. Consequently, the width %w2&NPE

# (1/
NPE)2k00S(k) is also finite.

If we consider only the linear terms in Eq.
3, we obtain

S(k) 3
1

- $ k2 (4)

In this approximation, the lateral correlation
length 4 of the surface fluctuations is 1/-1/2;
that is, it is finite for all p 0 0. From Eq. 4 it
also follows that the local slopes of the virtual
time horizon remain short-range correlated
and the utilization %u(!)&NPE

(average
progress rate) is a nonzero constant in the
limit NPE 3 !, just like in the original con-
servative scheme. The behavior of the struc-
ture factor S(k) indicates (Fig. 2) that it ap-
proaches a finite value as k3 0. Further, the
linearized version of the theory seems to
work well in the small-k regime (Fig. 2,
inset), yielding a finite correlation length (4
5 26 for p # 0.10) for a long chain of PEs.

If an infinitesimally small p is chosen, the
virtual time horizon becomes macroscopical-
ly smooth with a finite width. At the same
time, the utilization is reduced by only an
infinitesimal amount as a result of the occa-
sional extra checking with the random neigh-
bors. This trade-off is substantially favorable
for the conservative PDES scheme: By giving
up an infinitesimally small fraction of the
utilization, the width is reduced from infinity
to a finite value, making measurement and
data management scalable under the conser-
vative PDES scheme. For example, for p #
0.10, %w2(!)&NPE

is reduced from infinity to

Fig. 1. Snapshots of the
virtual time horizons in
the steady state for the
one-site-per-PE conser-
vative PDES scheme
with NPE# 10,000 after
t # 106 parallel algo-
rithmic steps for (A) the
original algorithm (p #
0.00) and (B) the modi-
fied one (p# 0.10) with
quenched random con-
nections. The vertical
scale is the same in (A)
and (B).

Fig. 2. Steady-state structure factor of
the virtual time horizon for p # 0.10.
In addition to ensemble averages over
100 realizations of the random links
(solid symbols), single realizations
(the same open symbols) are also
shown. The inset shows a magnified
view of 1/S(k) versus k2 for small k for
the largest system. The straight line is
the best linear fit used to determine
the correlation length.

R E P O R T S

31 JANUARY 2003 VOL 299 SCIENCE www.sciencemag.org678

 o
n 

Ja
nu

ar
y 

13
, 2

00
8 

ww
w.

sc
ie

nc
em

ag
.o

rg
Do

wn
lo

ad
ed

 fr
om

 

http://www.sciencemag.org


about 5.25 (Fig. 3A) while %u(!)&NPE
is re-

duced by only about 1.6% (Fig. 3B). One can
also observe the clear self-averaging property
for both global observables, the width and the
utilization (Fig. 3). From a broader statistical
physics viewpoint, one can ask whether a
small, nonzero fraction q of the PEs with
random links (checked, e.g., at every step) is
sufficient to control the width. Although this
choice clearly weakens load balancing and
the utilization (Fig. 3B), our results in Fig.
3A and recent work on the closely related
XY-model on a small-world network (25)
suggest that a finite width is achieved. There
is growing evidence that systems without in-
herent frustration exhibit mean-field charac-
teristics when the original short-range inter-
action topology is modified to a small-world
network (23, 25–27).

The generalization when random links are
added to a higher-dimensional underlying reg-
ular lattice is clear: Because the one-
dimensional case with random links is gov-
erned by the mean-field equation, in higher
dimensions it will be even more so [i.e., the
critical dimension (18) of the model with ran-
dom links is less than 1]. The generalization for
the many-sites-per-PE case also follows from
universality arguments: Without the random
connections, there is an additional fast-rough-
ening phase for early times when the evolution
of the time horizon corresponds to random dep-
osition (18). Subsequently, it will cross over to
the KPZ growth regime and finally saturate.
With many sites per PE, the typically desired
and efficient way of implementing PDES (7,
15), the saturation value of the width can be-
come extremely large. This underscores the

importance of implementing the additional syn-
chronizations through random links to suppress
the roughness of the time horizon.
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A Gate-Controlled Bidirectional
Spin Filter Using Quantum

Coherence
J. A. Folk,1,2* R. M. Potok,1 C. M. Marcus,1* V. Umansky3

We demonstrate a quantum coherent electron spin filter by directly measuring
the spin polarization of emitted current. The spin filter consists of an open
quantum dot in an in-plane magnetic field; the in-plane field gives the two spin
directions different Fermi wavelengths resulting in spin-dependent quantum
interference of transport through the device. The gate voltage is used to select
the preferentially transmitted spin, thus setting the polarity of the filter. This
provides a fully electrical method for the creation and detection of spin-
polarized currents. Polarizations of emitted current as high as 70% for both spin
directions (either aligned or anti-aligned with the external field) are observed.

The ability to controllably generate and de
tect electron spin in mesoscopic systems is
important for the field of spintronics and is

also a powerful tool for investigating basic
properties of spin in coherent electronic sys-
tems. The development of tunable spin filters

Fig. 3. (A) Average steady-state width of the virtual time horizon for various values of p for the
one-site-per-PE PDES scheme. In addition to ensemble averages over 10 realizations of the random
links (solid symbols), a single realization is also shown (the same open symbols). The solid straight
line represents the asymptotic one-dimensional KPZ power-law divergence with roughness expo-
nent + # 1⁄2 for the p # 0 case. Note the log-log scales. The q # 0.10 data set corresponds to the
case when only 10% of the PEs have random links and those are checked at every step. (B) The
steady-state utilization (fraction of nonidling PEs) for the same cases as in (A).
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