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Objectives: Space-time multiresolution algorithms
 > Tree codes: fast multipole method
 

Preview of CSCI 653 lecture

https://aiichironakano.github.io/cs653-lecture.html


Top 10 Algorithms in History

IEEE CiSE 2(1), 22 (’00)
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Data Locality in MD

• Spatial locality: Atoms closer to each other interact more 
tightly

• Temporal locality: Computations performed in consecutive 
MD time steps are similar

  ↓

• Efficient simulation algorithms
 > Reduced computational complexity
 > Better utilization of hardware memory hierarchy  

 (intranode)
 > Minimized communication overhead (internode)



• Newton’s equations of motion

• Reliable interatomic potential

• N-body problem
 Long-range electrostatic interaction — O(N2)

• O(N) space-time multiresolution MD (MRMD) algorithm
 1. Fast multipole method (FMM) [Greengard & Rokhlin, ’87]
 2. Symplectic multiple time stepping (MTS) [Tuckerman et al., ’92]

Molecular Dynamics: N-Body Problem

Evaluate 𝑉-. 𝐱 = ∑/012 3!
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Clustering in the Fast Multipole Method
• Encapsulate far-field information in terms of
   multipoles at the source

• Well-defined error bound

• Local expansion at the destination

multipole

local term

R

r

L. Greengard & V. Rokhlin, J. Comput. Phys. 73, 325 (’87)

p: l-sum truncation



Hierarchical Abstraction 

l = 1

l = 2

l = 3

l = 0

• Larger clusters for longer distances to keep the error constant
• Recursively subdivide the simulation box to form an octree in 

3D or quadtree in 2D

2D example Use of an octree 



O(N) Algorithm
Upward Pass Downward Pass

1. Upward pass computes multipoles for all cells: M-to-M translation
2. Downward pass translates multipoles to local terms for all cells
 • Constant (189 in 3D) interactive (cousin) cells per destination cell
  contribute to M-to-L translation
 • Inheritance from the parent cell: L-to-L translation (& delegation)
3. Direct interactions for the nearest-neighbor leaf cells

local-to-local

multipole-to-local

multipole-to-local

multipole-to-multipole

See lecture notes for the MM, ML & LL formula in 2D

Within parent’s neighbor but not my neighbor



Parallel Implementation of FMM

Lower levels: 
Spatial decomposition

0 1 2 3 4 5 6 7

l = 1

l = 2

l = 3

l = 4

Level
Upper levels:  
Global to all processors
Overhead: O(log P)

Data
caching
~ (N/P)2/3

Data
migration

Computation: O(N/P)

Coarse grain:
N/P ~ 106; P ≤ 103
  ¯
N/P  >>  log P, (N/P)2/3

S. Ogata et al., Comput. Phys. Commun. 153, 445 (’03)

https://aiichironakano.github.io/phys516/Ogata-FMM-CPC03.pdf


FMMP Code Dissemination

http://www.cpc.cs.qub.ac.uk
Catalogue ID: ADRX



O(N) Psuedo-charge Method for Calculating 
Stresses in Coulombic Systems

No need for multipole translation operators for the
   stress tensor, which are unknown

Microscopic stress tensor:

Attach information of particle position to the particle charge:

Stress tensor is obtained by numerical differentiation:

S. Ogata et al., Comput. Phys. Commun. 153, 445 (’03)
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