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Random Walk
• Drunkard’s walk problem: A drunkard starts from a bar (x = 0) & at every 

time interval t (say 1 second) moves randomly either to the right or to the 
left by a step of l (say 1 meter).  

• Program diffuse.c
initialize a random number sequence
for walker = 1 to N_walker
position = 0
for step = 1 to Max_step
if rand() > RAND_MAX/2 then
increment position by l

else
decrement position by l

endif
endfor step

endfor walker



Applications of Random Walk
Applications in Phys 516
• x = stock price: Stochastic simulation of a stock 
• x = 1D coordinate, histogram of the walkers = probability to find a quantum 

particle: Quantum Monte Carlo (QMC) simulation
What to learn
• Probability: Central limit theorem
• Partial differential equation (PDE): Diffusion equation
Historical origin
• Einstein’s theory of Brownian motion (1905)

from Prof. Paul Newton’s 
homepage



Diffusion Equation

A. Einstein, Ann. Phys. 17, 549-560 (1905) 

Diffusion constant

Histogram, 𝑓(𝑥, 𝑡), of 
random walkers follows a 
partial differential equation 



Stochastic Model of Stock Prices
Fluctuation in stock price



Stochastic Model of Stock Prices
Computational stock portfolio 

trading

Andrey Omeltchenko (Quantlab)

Basis of Black-Scholes 
analysis of option prices

https://www.quantlab.com/about


cf. The Einsteins of Wall Street, J. Bernstein

https://www.commentary.org/articles/jeremy-bernstein/the-einsteins-of-wall-street/


Random Walk
• Drunkard’s walk problem: A drunkard starts from a bar (x = 0) & at every 

time interval t (say 1 second) moves randomly either to the right or to the 
left by a step of l (say 1 meter).  

• Program diffuse.c
initialize a random number sequence
for walker = 1 to N_walker
position = 0
for step = 1 to Max_step
if rand() > RAND_MAX/2 then
increment position by l

else
decrement position by l

endif
endfor step

endfor walker

Outer loop over walkers
to take statistics

https://aiichironakano.github.io/phys516/src/stochastic


Probability Distribution
• Probability distribution, P(x, t): Histogram of the positions of many 

drunkards (with different random-number seeds) 

See hist[] in diffuse.c

https://aiichironakano.github.io/phys516/src/stochastic


Binomial Distribution

• Generating function

• For p = q = 1/2,

• Differentiate w.r.t. p & multiply by p (then w.r.t. q),

See lecture note (p. 3) for proof

® ® ¬ ® ¬ ⋯

p p q p q ⋯

𝑛→ + 𝑛← = 𝑛

𝑝 + 𝑞 = 1

Binomial theorem
(cf. Tuckerman’s paper)

cf. Legendre polynomial

https://aiichironakano.github.io/phys516/05Stochastic.pdf


Diffusion Law

D



Continuous Limit: Diffusion Equation
• Recursive relation

• 𝛕 → 𝟎, 𝒍 → 𝟎, ⁄𝒍𝟐 𝟐𝝉 = 𝑫 = constant

• Schrödinger equation in imaginary time 𝒊𝒕 ≡ 𝝉 → basis of Quantum Monte 
Carlo simulation



Analytic Solution of Diffusion Equation
• Formal solution

• Initial condition: delta function

𝜕
𝜕𝑡
𝑃 = 𝐷

𝜕#

𝜕𝑥#
𝑃

Fourier transform

Complex contour integral



Delta Function
• Orthonormal basis set: Plane waves

• Completeness

• ∆𝒙 → 𝟎
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Big Picture: Closing the Loop

𝜎9 = 2𝐷𝑡 = 2
𝑙9

2𝜏
𝑡 = 𝑁𝑙9



Central Limit Theorem

• For N®¥,

where we have used Stirling’s formula

• Central limit theorem: Sum of any random variables, Y = (y1 + ... + yN), itself 
is a random variable that follows the normal (Gaussian) distribution for 
large N

Here, we set l = 1

𝑁! = 2𝜋𝑁:;</9𝑒>: 1 +
1

12𝑁
+ ⋯



Stirling’s Formula
• Gamma function: 

• Asymptotic expansion strategy
...

Integration by parts



Saddle-Point Method
• t º sz— factor out explicit z dependence: 

• g(s) = lns-s, is peaked at s = 1 (dg/ds = 1/s-1 = 0 at s = 1)

• Taylor expansion at the maximum

...

...

ln 𝑠! = 𝑧ln𝑠 ⇒ 𝑠! = exp(𝑧ln𝑠)

𝑔 𝑠 = ln𝑠 − 𝑠 ⁄exp 𝑧(ln𝑠 − 𝑠) exp −𝑧



Asymptotic Expansion

...

...

𝜋



Gaussian Integral



Digression: Riemann Zeta Function

• Renormalization in quantum field theory & string theory
> Infinite zero-point energy
> Regularization by analytical continuation

Bernhard Riemann
(1826-1866)

𝜁 −1 =

1 + 2 + ⋯ = −
1
12



Random Walk in Finance
• Geometric Brownian motion: 𝝁: drift; 𝝈: volatility; 𝜺: random variable 

following normal distribution with unit variance

• Let the 2nd term be 0,

• Central-limit theorem states that ∑𝒊 𝜺𝒊 is normal distribution with variance N; 
let 𝒕 = 𝑵∆𝒕

• Log-normal distribution
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MC Simulation of Stock Price
• Let: dt = 0.00274 year (= 1 day); the expected return from the stock be 14% 

per annum (𝝁 = 0.14); the standard deviation of the return be 20% per 
annum (𝝈 = 0.20); & the starting stock price be $20.0 

• Box-Muller algorithm: Generate uniform random numbers r1 & r2 in the 
range (0, 1), then 𝝃 = (-2ln r1)1/2cos(2pr2) Histogram with 1000 trials

Day 365

One instance of 
the time evolution of 

stock price for 365 days

𝑑𝑆
𝑆
= 𝜇𝑑𝑡 + 𝜎𝜀 𝑑𝑡



Fate of a Thousand Investors

Loser

Winner

To do:
• Generate 1000 instances of stock-price time-trajectories for 365 days
• Plot a histogram of the 1000 stock prices at the end of the year 



Option Price
• A (European) call option gives its holder the right to buy the underlying 

asset at a certain date (expiration date) for a certain price (strike price) 
• Example: European call option on IBM stock with a strike price of $100 

bought at $5 

• Assumptions in Black-Scholes analysis of the price of an option:
1) The underlying stock price follows the geometric diffusive equation
2) In a competitive market, there are no risk-less arbitrage opportunities 

(buying/selling portfolios of financial assets in such a way as to make a 
profit in a risk-free manner)

3) The risk-free rate of interest, r, is constant & the same for all risk-free 
investments



Ito’s Lemma 
• For option price f contingent on S

...

...

...



First Gauss Prize



Black-Scholes Analysis 
• Construct a risk-free portfolio:

• From assumption, the growth rate of any risk-free portfolio is r


